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1. Introduction

ABSTRACT

Simultaneous localization and consistent mapping in dynamic environments is a fundamental and
unsolved problem in the mobile robotics community. Most of the algorithms for this problem heavily
rely on discriminating dynamic objects from static objects. Because these recursive filters based
discrimination algorithms always have lag before the model selection parameters converge to the
steady states, they have a period of time that the filter could identify a dynamic target as static or vice
versa. Mis-classifications decrease precision and consistence, and induce filter divergence.

A brain interacts with dynamic environments. The biological basis of this adaptability is provided by
the connectivity and the dynamic properties of neurons. Biologically inspired by the adaptability, the
paper proposes a shunting STM (Short Term Memory) based method to solve the simultaneous
localization and consistent mapping problem, especially in dynamic environments. The proposed
method utilizes a shunting STM neural network to represent environments and to probabilistically
reflect the probability of existence of an object; it adapts a scan matching scheme to localize robot
based on the map representation. Dynamic properties of the neural network are used to reflect
environmental changes, therefore, the proposed method does not require explicit discrimination of
objects. As a result, the proposed method does not have the lag of convergence, and it has high
utilization ratio of observation information. Theoretical analyses in the paper show the proposed
method has Lyapunov stability and its computational complexity does not depend on the size of the
environment. The paper compares the proposed method with the classification based Extend Kalman
Filter on a classical outdoor dataset, in simulated environments and in real indoor environments.
The results show the proposed method outperforms the classification based EKF on precision and
consistence in both static environments and dynamic environments.

© 2012 Elsevier B.V. All rights reserved.

Real world are not static. They contain both moving objects, such
as cars and people, and temporary structures that do not have stable

Solutions to the Simultaneous Localization and Mapping (SLAM)
problem enable a mobile robot that is placed at an unknown location
in an unknown environment to incrementally build a consistent map
of the environment while simultaneously determining its location
within the map. The SLAM problem is appealing to lots of researchers,
because it is widely regarded as the foundation of truly autonomous
robotics [1,2]. The research on the SLAM problem is one of the
notable successes of the robotics community over the past decade.
Unfortunately, the more practical version of the problem, SLAM in
dynamic environments, still remains as a challenge and desires a lot
of efforts [1-3].
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positions, such as doors and chairs. Traditionally, the SLAM problem
in dynamic environments is treated as a model selection problem
[1,2,4]. The mobile robot constantly makes decision on whether or
not a landmark is stationary. More specifically, some of the algo-
rithms divide the problem into two separate parts: a standard SLAM
problem and a multi-target tracking problem [5,6]; some of them
eliminate dynamic objects and degenerate the problem to the static
SLAM problem [7,8]; some of them exclude dynamic objects in the
data association process [10,4,9]; some of them avoid to extract
features from dynamic objects [11,12]. All these classification based
algorithms share one common disadvantage: they are error-prone,
because there is always a lag between the requirement on making
decision and accumulation of enough proof to make a decision [4,1].

When the brain interacts with the environment it constantly
adapts by representing the environment in a form that is called an
internal model; the biological basis for internal models is provided
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by the connectivity and the dynamical properties of neurons [13,14].
The shunting STM (Short Term Memory) model describes how
individuals adapt their memory in real-time to complex and chan-
ging environments [15]. The model is derived from the additive STM
model through bounding activities of neurons [15,16]. This family of
neural networks provides a model for understanding human mem-
ory and is widely used for pattern recognition and nonlinear
learning [17,18]. Inspired by the adaptability of memory, the paper
proposes to avoid explicit object classification through utilizing
dynamic properties of neurons. The key of the proposed method is
to simulate the process of which a brain memorizes environments
and to dynamically update memory. Fortunately, the shunting STM
network model is guaranteed to converge to a local minimum, but
convergence to one of the stored patterns is not guaranteed [15].
Therefore, in our proposed method, we can use neurons to store
possibilities of existence of both static objects and dynamic objects.
This probabilistic map representation can be easily combined with
scan matching based localization to solve the SLAM problem in both
static and dynamic environments.

It has a long history of solving robotics problems with biological
algorithms [19-22]. Even in the SLAM community, the computa-
tional models of the rodent hippocampus was introduced to solve
the SLAM problem in large environments [21]. This algorithm
adopts a structure being similar to the rodent hippocampus
to represent robot poses, and uses lightweight vision systems
to recognize seen scenarios. The algorithm is for large and static
environments. Shunting STM models were also used to represent
maps before [22,23]. Although similar network models are adopted
to represent maps, meaning of neuron activities are very different. In
the previous works, activities of neurons denote attractions from a
target to a mobile robot (for path planning); in our method, neuron
activities are confidence on existence of obstacles.

The central contributions of this paper are as follows:

e We propose a biological inspired solution to the SLAM pro-
blem, especially in dynamic environments; the proposed
method does not require to discriminate dynamic objects from
static objects, and it has solid probabilistic foundation.

e We show the proposed method has Lyapunov stability, through
theoretical analysis.

e We show the proposed method has constant computational
complexity and small space complexity, through theoretical
analysis.

e We show the proposed method has high localization precision
and is capable of mapping consistently in both static and
dynamic environments, through both dataset verifications,
software simulation and experiments in real environments.

The paper is organized as follows. Section 2 presents some
preliminaries on both the definition of the SLAM problem and
shunting STM models. Section 3 explains the proposed method in
detail, including: shunting STM equation based map representation,
theoretical analysis of stability of the neural network, scan matching
based localization and analyses of the computational complexity
and the space complexity of the proposed method. In Section 4, the
proposed method is compared with the classification based EKF
algorithm in a classical dataset, simulated environments and real
environments. Conclusions are drawn in Section 5.

2. Preliminaries
2.1. SLAM Problem statement

The SLAM problem is commonly modeled as a Dynamic Bayesian
Network [2], as shown in Fig. 1. In the figure, circles denote random
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Fig. 1. Modeling SLAM as a dynamic Bayesian network. Arrows indicate the
dependence among random variables; light blue circles indicate observable
random variables; dark gray circles indicate random variables we need to
estimate. (For interpretation of the references to color in this figure legend, the
reader is referred to the web version of this article.)

variables. While a robot moves, the current position of the robot, x,,
depends on both the previous location, x;_1, and the transformation,
u;; observations, z;, depends on the current robot pose and the
observable landmarks, m. Dependencies are indicated by arrows in
Fig. 1.

The SLAM problem is mathematically defined as [2]

{X¢e,M} £ arg max(P(X¢,M,Ut,Z¢,Dy)) (M

Xe, M)

Related notations are listed as

® X;=Xp,...,X:: The robot’s poses up to time t.

® M =my,...,m: All known landmarks.

e U;=uy,...,u:: The control vectors up to time t.

® Z;=2y,...,Z:: The observation vectors up to time t.

® D;=dy,...,d;: All decisions on association up to time t.

The SLAM problem is more complex in dynamic environments,
because parts of objects are not permanently stationary: M=
M UMy, where Mg and M, denote static and dynamic objects,
respectively. However, the topological structure of the SLAM
problem does not change in dynamic environments.

2.2. Shunting short term memory model

Arising from study of adaptive behavior, the additive Short
Term Memory model is defined as follow [15]:

dx;

Gp = At Z f](x])BﬂzJ(,+ Z g(x)Ciizj; L ¢ )

j=1

Eq. (2) describes the way to understand how the behavior of
individuals adapts stably in real-time to complex and changing
environmental contingencies. In the equation, (—A;x;) is a passive

decay; (3L, fj(x)B;izi")) is the positive feedback and (S, g
(xj)Cﬁz](.i”) is the negative feedback; (I;) is an input inspiration [15].
Adapting from Eq. (2), shunting STM equation is defined as [15]

dx;
v —AiX; +(Bi—Xx;) |:Zf](xj) jiZ jl :|

j=1

N
—(X;i+Dy) {Z g(x)E;z; +Ji] 3)
j=1
where x; is the activity of the i-th neuron; A is a decay rate; [-D;,B;]
is the boundary of the i-th neuron; f;(x;) and g;(x;) are the nonlinear
state-dependent signal functions; G; and Ej; are connection strength;
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Fig. 2. Topological structure of shunting neural network. Neurons are locally
related and update of neuron activities is parallel. ro is the impact radius; wj; is the
weight between the i-th and the j-th neurons.

z;” and z;"' are long term memory trace; I; and J; are input
inspirations.

Topologically, neurons in shunting networks can be locally and
laterally connected, as Fig. 2 shows.

3. Shunting STM based solution to SLAM in dynamic
environments

3.1. Shunting STM based map representation

There are a lot of popular map representations in the robot
navigation field, including polygonal map representation (for
example, visibility graph), hierarchical representation (for exam-
ple, quad trees), road maps, grid maps and so on [3]. From the
topological structure perspective, our proposed representation is
similar to the grid map: they all uniformly rasterize the environ-
ment into small squares. However, the meanings of the repre-
sentations are different. In the proposed map representation, each
neuron corresponds to a small square area, and the activity of a
neuron indicates the possibility of existence of a landmark inside
the small square. A simple conceptual sample of the proposed
map representation is shown in Fig. 3.

In order to properly design our neural network to solve the SLAM
problem in dynamic environments, we need to deeply understand
how to probabilistically solve the SLAM problem. The state space
function of landmarks in the SLAM problem can be formulated as
follows:

me = f(Me_1,v) (4a)

zr = g(X¢,My) (4b)

where f(-) and g(-) are the motion model and the observation model,
respectively. Because we do not predict dynamic landmarks in
the proposed method, v; is a zero variable. Follow the tradition, we
define it as v; ~ AN(0,Q,), and Q,; =0, where 0 is a zero covariance
matrix.

A solution to the SLAM problem generally includes two processes,
the prediction process and the update process. In the prediction
process, state variables are estimated according to the motion model
Eq. (4a):

Mg =fM_q)021,V0) (5a)

Fig. 3. A conceptual explanation of shunting STM based map representation. The
figure shows the neural network; activities of neurons are indicated by height of
rectangular columns. Each neuron corresponds to a rasterized grid. The activity of
a neuron indicates the possibility of existence of a landmark inside that grid.

Pr\r—l =FPt—1\t_1FT+Qt (5b)

where P is the covariance matrix of landmarks (it equals to margin-
alize out all poses from the joint state variable covariance matrix);
the suffix (t|t—1) denotes the prediction at time point t based on the
state at time point t—1; the suffix (t—1|t—1) denotes the optimized
state estimate at time point t—1. Because we do not explicitly predict
dynamic landmarks, f(-) is an identity function, the Jacobian of f(-), F,
is an identity matrix.

In the update process, state variables are updated according to
the observation model Eq. (4b) and new observations:

My =Mye_q +Keyy (6a)

Pt\r = (I_Kth)Pt\t—1 (6b)

where K =Py ;G{(GiPy,_1G{ +R)~" is the filter gain; y, =z—g
(X¢|¢—1 M|¢—1) is the innovation; G, is the Jacobian of the observa-
tion model; R; is the observation noise covariance matrix.

Egs. (5) and (6) clearly explain how landmarks change in the
prediction process and the update process:

Pye 1 =P g1 =Q¢ (7a)

Pr\r_Pt\t—l = _KthPr\r—l (7b)

Now, we design the shunting model based neural network to
reflect changes described in Eq. (7).

The SLAM problem can be solved as long as our network has
following characteristics.

e Activities of the neurons in the network correspond to the
possibility of existence of landmarks;

e The network quantitatively describes the possibility change
brought by prediction and update;

e The network becomes more and more confident on existence
of static landmarks, meanwhile, it gradually “forgets” dynamic
landmarks;

e Confidence on existence of landmarks grows after loop
closure.

Making neurons’ activities equal to probabilities can be very
difficult. Fortunately, we adopt the scan matching algorithm to
localize a robot in our method. Scan matching searches for the
position that has high probability. Therefore, as long as the neuron
with high probability always has a higher activity than the neuron
with low probability, the scan matching algorithm maintains high
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localization precision and high mapping consistence. This cuts loose
the requirement in our method: activities of neurons are not
required to be equal to probabilities, they even are not required to
be proportional to them; only is monotonicity required.

It is easy to reflect the prediction process in the proposed
network: just do not change the network. The update process
can be simulated through passive decay and positive inspiration
input.

At each update, activities of all observable landmarks update,
while unobservable landmarks do not explicitly change. All
observable static landmarks become more confident because of
new input inspirations, while activities of all moved landmark
decay and are gradually “forgot” by the network.

After a robot closes a loop, all observed landmarks receive new
inspirations; therefore, confidence goes up.

The adapted shunting STM equation met the requirements
mentioned above is shown in the following equation:

N
% =—Ax+(1-x) | Li+ z:] wilx—al* €]
] =

where parameters A denotes the passive decay rate; variable x; is the
neural activity of the i-th neuron and x; € [0,1] is guaranteed; the
excitatory inputs (inspirations) to neurons are I; + Zj’-\’: 1 Wit Iiis
the excitatory input from new observations and I; €[0,1]; wy
denotes weights of the excitatory connections; they are symmetric;
function [x—o]* is a threshold truncation function defined as
[x—0]" = max{x—0,0}+0; parameter ¢ is the threshold of the
lateral connection, and it is defined as a very small positive number.
The reason we introduced ¢ is to improve both time efficiency and
space efficiency of our method. More specifically, a too small neuron
activity has no real impact on both localization and landmark
representation, therefore, we abandon those very small activities
to save both space and computational power.

This biological model has probabilistic meanings in the SLAM
context. Parameter A denotes the speed of probability decays with
time; x; denotes the existence probability of obstacles in the i-th
grid; I; denotes the probability distribution over grids computed
from the observation model; w; denotes the random probability
of an object moved from the i-th grid to the j-th grid. The
selection of parameter A and wy is critical. In our experiments,
wy =f(|d;|), where f(a)=p/a, if 0<a<ro; f(a)=0, otherwise;
where dj; represents the Euclidean distance between the i-th grid
and the j-th grid. A is 0.8 in our experiments, and the sum of A and
wj; is less than 1. The correct selection of the parameters endows
the monotonicity of the network. To confirm that the parameters
are correct, we can keep adding various inspirations to a fixed
position of the network, and the activities always have a bell-
like shape.

3.2. Stability discussion

The stability and convergence of the proposed model Eq. (8)
can be proved using a Lyapunov stability theory. We can reform
Eq. (8) into the following form:

%:a(x-) b<(x-)sz:c~d-(x») 9)
dt (A i ~ ijUj X

through following substitutions:

a;(x;) = 1-x;

X
bi(xi) = —A5 _lxi+1i
Cij = —Wjj

dj(x)) = [xj—0]"

Cohen and Grossberg prove that Eq. (10) is a global Lyapunov
function for Eq. (9), and they also prove that if Eq. (11) holds, the
network model described by Eq. (9) is Lyapunov stable [15]:

N X; 1 N
v=-3" / bie)die) do-+ 5 > cydiq)de(xe) (10)
j=1" Jk=1
Symmetry : ¢; =¢j
Positivity :  a;(x;)) >0
Monotonicity :  dj(x;) >0 a1

It is clear our network is symmetric by design; it is clear that
our network meets the positivity requirement, for activities of
neurons is bounded between 0 and 1; it is also clear that the
monotonicity requirement was met, for the derivative, dj’-(xj),
remains 1 in our method. Therefore, the proposed network is
stable in the Lyapunov sense.

3.3. Scan matching

Traditional scan matching algorithms are applied to grid maps
[3,24]. Therefore, we need to design our scan matching method to
adapt to our map representation.

The goal of scan matching is to find the posterior distribution
over the robot’s position, p(X¢|X¢_1,u:,m;,z;). The SLAM problem is
modeled as a dynamic Bayesian network (see Section 2.1), there-
fore, we can apply Bayes’ rule to reform Eq. (1) into

DX | Xe—1,Ur,M1,Z¢) o P(Z¢ | Xe, MOP(Xe | Xe—1,U¢) (12)

P(z¢|x;,m;) is the observation model (Eq. (4b)); p(x¢|X¢_1,u,) is the
robot motion model. While the motion model is generally
simple and is commonly formularized as a multivariate Gaussian
distribution, the observation model is more complex in
structure.

Our scan matching scheme estimates maximum likelihood of a
robot pose based on both the pose prediction and observations.
Therefore, Eq. (12) can be rewrote as

log(p(x¢ | X;—1,Us,mye,zt)) oc log(p(ze | X, me)) +log(P(Xe | Xe—1, 1))

N
= > 10g(p(zic| xt,me)) +10g(D(Xe |Xc—1,Ur)) (13)
j=1
We have p(z;|x;,m;) = H}Vzlp(zﬁ\xt.mt) because the conditional
independence was applied to the method. The conditional inde-
pendence is visualized and explained in Fig. 4.

Fig. 4. Explanation to conditional independence. The left figure shows the Bayesian
dependence. The right figure shows once the pose is decided, the joint likelihood
shown in Eq. (13) is the sum of the pose likelihood and observation likelihoods. Both
of the two kinds of likelihoods can be individually evaluated. The pose likelihood is
indicated by inconsistency between the prior of pose and the posterior of pose (the
green line); observation likelihoods are indicated by inconsistency between land-
marks and observations (red lines). (For interpretation of the references to color in
this figure legend, the reader is referred to the web version of this article.)
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Eq. (13) shows that the maximum likelihood estimate of a pose
balances two parts: the first one is the rewards from the match
between observations and corresponding landmarks; the other is
the penalty from the difference between the predicted pose and
the posterior estimate of the pose.

How to calculate the two parts is intuitive and simple in our
method. Our map representation intrinsically probabilistically
represents landmarks; furthermore, observations are probabilis-
tic; therefore, the first part is the match between observations
and landmarks, which is denoted by overlapped volumes between
landmarks’ distributions and observations’ distributions in
Fig. 5(b). The second part is simply the Mahalanobis Distance
between the predicted pose and the posterior estimate of
the pose.

Visibility of landmarks is desired in our method. How to
achieve visibility may relate to sensor types and robot platforms.
Here is how we achieve visibility information in our experiments:
we compare the positions of landmarks, observations and the
robot pose; if the line connected a landmark and the robot pose
goes through observations, the landmark is not observable,
otherwise, it is.

3.4. Complexity discussion

The computational complexity of the proposed method mainly
has two sources: network update and scan matching based
localization.

The adopted network is intrinsically parallel, and it has O(m)
complexity, where m denotes the total number of iteration times
before convergence. Limited by hardware, we could not fully
parallel this update. In our implementation, a Gauss Seidel based
multi sequence iteration was adopted, and the corresponding
complexity is O(n), where n is the total number of neurons [25].
In mobile robot applications, environments are generally sparse,
and we only store those non-zero sub-networks. Therefore, n is
always less than one thousand in our experiments.

Scan matching is normally computationally costly, and it
suffers from local maxima. GPU based parallel search and multi-
resolution search can be used to decrease the computational
complexity [24,3]. Besides, our method is more efficient than
regular scan matching algorithms, for our map representation is
naturally probabilistic, and we do not need to probabilistically
rasterize the map anymore.

Our scan matching naturally adopts the sub-map technique,
for at each time point, all update are performed in the observable
area, which can be considered as a sub-map. Therefore, both the
update process and the scan matching do not depend on the size
of the map. From this perspective, the proposed method has
constant computational complexity.

The space complexity of our method is lower than traditional
grid maps. We only store non-zero neurons; and we do not need
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to duplicate the network in the update process, for we use the
Gauss Seidel based iteration. At the same time, our method is not
a full SLAM solution, therefore, we do not need to store all
historical data.

4. Experimental results and discussion
4.1. Experiment in static environment

The proposed method is first applied to static environments.

We compare our method with the classification based EKF
algorithm [3]. In that algorithm, state variables are optimized
with Extended Kalman Filter [3]; data association is acquired with
IPJC (Incremental Posterior Joint Compatibility Test) [9].
The classification algorithm is adopted from [8]: every time an
object was re-observed, it was added as a state variable; landmarks
are deleted if they cannot be observed again, and the corresponding
rows and columns in the covariance matrix will also be deleted.

We apply the two methods, the classification based EKF and
the proposed method, to the Victoria Park dataset, which is one of
the most popular static dataset in the SLAM community [1]. The
mapping results of the two methods are compared in Fig. 6. From
the figure we can see that both of the two algorithms managed to
converge the dataset. However, some landmarks were deleted by
mistake in the classification based EKF, because there is always a
lag between decision making and parameter convergence. There-
fore, both localization precision and mapping consistence of the
proposed method outperforms the other one (see Fig. 7 and
Table 1).

Pose errors are distances between the true trajectory and the
estimated one; landmark errors are distances between features’
positions and landmarks’ positions. Fig. 7 compares pose errors of
the two methods; Table 1 compares statistics of errors of the
two methods, including means, variance of errors and variance
of position errors. Variance of errors, var(e), is defined as
var(e) = 3" (e—mean(e))? /(n—1), and variance of position errors
is defined as var(p) =3_"e%/(n—1), where e are pose errors and
landmark errors; n is the total number of errors.

Means and variances of position errors directly reflect locali-
zation and mapping precision; variances of errors reflect consis-
tence. The more these parameters are close to zero, the more
precise and consistent the algorithm is. Both Fig. 7 and Table 1
support that the proposed method outperforms the classification
based EKF on precision and consistence in the Victoria Park
dataset.

4.2. Experiment in simulated dynamic environment

Next, we apply the two methods to simulated dynamic
environments.

0.03 c
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= % ]
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Fig. 5. Rewards from match between observation and landmark. (a) compares neurons’ activities (indicated by gray) and an observation input (indicated by color);
(b) shows the overlapped column; (c) shows the overlapped area in the Y -Z section plane. (For interpretation of the references to color in this figure legend, the reader is

referred to the web version of this article.)
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b

Fig. 6. Mapping results of the Victoria Park dataset. In the figure, blue triangles indicate poses of the robot; black ellipses indicate 36 uncertainties of landmarks in the
classification based EKF solution, where 6 denotes the standard deviation; gray blobs indicate activities of the proposed neural network. (a) and (b) show the mapping
results of the whole dataset by the two methods. The black squares in (a) and (b) are zoomed in as (c) and (d). The figure shows the classification based solution deletes
some landmarks by mistake, which decreases precision and consistence, and may lead to divergence in ambiguous environments. (For interpretation of the references to

color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 7. Localization error comparison in the Victoria Park dataset. (a-c) show the comparison of localization errors in X, Y coordinates and heading errors, respectively. The
proposed method fully exploits acquired information, while the classification based EKF always has a lag between decision making and observation acquisition. Therefore,

the proposed method tends to localize the robot more precisely.

In order to clearly distinguish dynamic objects from static
objects, we make static objects uniformly distribute in the space,
and make dynamic objects move randomly. Following the routine,
robot motions and observations are Gaussian white noise, as
explained in Eq. (14), where Jg- and Jgy denote standard devia-
tions of distance errors and heading errors of the robot (they are
0.1 m2 and 0.03 rad? in our simulation, respectively); d¢gr and dqp
denote standard deviations of range errors and bearing errors
(they are 0.001 m2, 0.001 rad?, respectively).

0. 0 Sor O

2r= , 2o=
o & CTlo &

(14

The mapping results in the simulated dynamic environment are
shown in Fig. 8. The figure shows that both of the two methods still
finished mapping the environment, but the classification based
algorithm omitted static landmarks and added dynamic objects as
landmarks because of misclassification. Although in this environ-
ment, the mistakes did not lead to any disastrous result, it is possibly
to diverge in complex environments or highly dynamic environments
(see Section 4.3). Apparently, our method produces a more consistent
map than the classification based algorithm.

We also compared precision and consistence in Fig. 9 and Table 2.
Because our method intrinsically tends to make fewer mistakes than
the classification based algorithm, our method has better consistence
and precision in the simulated dynamic environment.
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Table 1

79

Localization error comparison in the Victoria Park dataset. Means and variances of position errors reflect precision of an algorithm; variances of errors reflect consistency.
The more these parameters are close to zero, the more consistent and precise an algorithm is. The table shows the proposed method outperforms the classification based

EKF on both precision and consistence in the Victoria Park dataset.

Robot pose Landmark position

X Y 0 X Y
Statistics EKF Our EKF Our EKF Our EKF our EKF Our
Mean (e) 0.6209 0.3408 0.8744 0.5715 0.2119 0.1053 0.8316 0.7112 0.9793 0.8123
Var (e)? 0.0806 0.0424 0.0447 0.0419 0.0048 0.0024 0.1098 0.0623 0.0697 0.0699
Var (p)° 0.6263 0.3435 0.8755 0.5735 0.2173 0.0985 0.8982 0.6237 0.6169 0.5091

“In the table, the unit of all means of errors in X or Y coordinates is m; the unit of mean heading errors is rad; the units of corresponding variances are m? and rad?,

respectively.

2 The variance of errors, var(e) = 3."(e—mean(e))? /(n—1), where e is pose errors and landmark errors; n is the total number of errors.
b The variance of positional errors, var(p) = >"e?/(n—1), where e is pose errors and landmark errors; n is the total number of errors.
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Fig. 8. Mapping results in simulated dynamic environment. (a) shows the classification based EKF mapping result, where ellipses indicate 36 uncertainties of landmarks,
where ¢ denotes the standard deviation; (b) shows the mapping result of the proposed method, where gray blobs indicate activities of the proposed neural network. It is

clear that the proposed method produces more consistent map than the other algorithm.
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Fig. 9. Localization error comparison in simulated dynamic environment. Localization errors in X, Y coordinates and heading errors are shown in (a-c), respectively.
The figure shows the proposed method has better pose precision than the classification based EKF. (a) Error in X coordinate, (b) error in Y coordinate and (c) heading error.

Table 2

Localization error comparison in simulated dynamic environment. Statistics of errors are compared in the table. Results show the proposed method outperforms

the classification based EKF on both precision and consistence in the simulated dynamic environment.

Robot pose Landmark position

X Y 0 X Y
Statistics EKF Our EKF Our EKF Our EKF Our EKF Our
Mean(e) —0.0598 0.0554 -0.1138 —0.0891 —0.0667 —0.0547 —0.0702 0.0692 -0.1371 —-0.1029
Var(e)* 0.0649 0.0192 0.0412 0.0261 0.0224 0.0166 0.0899 0.0437 0.0622 0.0494
Var(p)? 0.1114 0.0781 0.1208 0.0927 0.0702 0.0574 0.3012 0.1191 0.2260 0.1054

@ See the definitions and units of numbers in Table 1.
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4.3. Experiment in real dynamic environment

As mentioned before, an “extremely” dynamic environment
can fail the classification based EKF algorithm. We set up such an
environment to verify the proposed method. In the experiment,
movable chairs are the only objects in the environment, and all of

Fig. 10. Experimental platform and environment. The figure shows a sample of
the experimental environment. All objects, including chairs and the robot, were
labeled with visual tags, so the precise locations of objects are known all the time.
All chairs are movable and are randomly moved in the experiment; a close-up of
the robot is shown on the up-right corner of the figure.
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them are pushed randomly in the experiment; the robot platform is
equipped a laser range finder, SICK LMS-221, as the environmental
sensor; visual tags [26] and ceiling cameras are used to precisely
localize all objects. The environmental setup is shown in Fig. 10.

In the experiment, we use a general-purpose feature extractor
[27] to achieve positions and uncertainties of features, and use
IPJC to perform data association.

In this highly dynamic environment, the classification based
algorithm failed to converge, for it failed to acquire enough stable
landmarks; our method persistently produces correct results, as
shown in Fig. 11. In our method, observations are fully utilized,
even inconsistence among moving objects is exploited to reject
false results. Therefore, our method precisely localizes the robot
and produces consistent maps in highly dynamic environments.

Again, we compared precision and consistence in Fig. 12 and
Table 3. Because features in the experiment do not have stable
positions, only are poses’ errors counted. Because the environ-
ment is highly dynamic, almost none of parameters in the

Table 3

Pose error comparison in real dynamic environment. The table compares means
and variances of errors. Statistics show the proposed has better precision and
consistence than the classification based EKF in the environment.

X Y 0
Statistics  EKF Our EKF Our EKF Our
Mean(e) —0.2339 0.0762 04006 —0.0783 0.9674 —0.0565
Var(e)® 2.1564 0.0183 1.4014 0.0281 1.1644 0.0166
Var(p)? 22190 0.0781 1.4324 0.0831 1.4973 0.0592

2 See the definitions and units of numbers in Table 1.
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Fig. 11. Mapping results in real dynamic environment. (a) shows the classification based EKF mapping result, where ellipses indicate 36 uncertainties of landmarks;
J denotes the standard deviation; (b) shows the mapping result of the proposed method, where gray blobs indicate activities of the proposed neural network.
The classification based EKF failed to converge, while the proposed method produces consistent map and localizes precisely.
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Fig. 12. Localization error comparison in real dynamic environment. (a—-c) show the comparison of localization errors in X, Y coordinates and heading errors, respectively.
The proposed method fully exploits acquired information, while the classification based EKF always has a lag between decision making and observation acquisition.

Therefore, the proposed method succeeded on mapping and localization.
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Fig. 13. Mapping result in an office. In the figure, blue points are raw LIDAR data;
black points indicate the trajectory; color points are neurons with non-negligible
activities (landmarks). Although there are movable objects that have very different
mobility, the proposed method produces a converged and consistent map.
(For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

classification based EKF can converge, therefore, the algorithm
failed to map the environment. As a comparison, the proposed
method succeeded to converge.

Lastly, we apply our method to an ordinary office environ-
ment. In the environment, chairs, people, doors and trash bins are
all movable but have different mobility. The same feature extrac-
tor and data association algorithm are adopted in the experiment.
The mapping result is shown in Fig. 13.

5. Conclusion

The paper presents a shunting Short Term Memory based method
to solve the SLAM problem, especially in dynamic environments. The
proposed method is simple: a shunting equation based map repre-
sentation dynamically reflects environmental changes; a scan match-
ing algorithm is then used to localize the robot. The proposed method
is robust, efficient and has sound probabilistic foundation, because
the proposed method does not discriminate objects, the scan match-
ing process can be speed up through exploiting the map representa-
tion, and the proposed map representation can probabilistically
reflects environmental changes.

Classical solutions to the SLAM problem in dynamic environ-
ments mainly focus on classification accuracy. However, objects
in real environments are not always absolutely static or continu-
ously moving. The proposed method utilizes a biological model to
avoid explicitly classify objects. Each time a robot achieves new
observations, the robot gets an “impression”. The impression
decays with time, for the longer time, the higher probability the
environment changes. Each time an “impression” gets a re-match,
it is inspired. Scan matching seeks the position that maximizes
the match between the impression and new observations.

Theoretical analyses, software simulations and experiments in
real environments, show our method is stable, robust, precise and
consistent. Theoretical analyses show the proposed network has
Lyapunov stability, and it has low space complexity and low
computational complexity. The comparison between the proposed
method and the classification based EKF in the Victoria Park dataset,
simulated environments and real dynamic environments shows the
proposed method outperforms the other algorithm on robustness,

precision and consistence. Not only can the proposed method
precisely localize the robot in various environments, it produces
consistent maps as well.

In order to maintain conciseness, we do not model our method
as a full SLAM solution, therefore, all historical data are abandoned.
Consequently, once the method diverges, it is hard to recover from
divergence. If an environment is even more ambiguous than what
we showed, additional detectors for loop closure can be used to
further improve the robustness of our method.
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