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Abstract
A dual gas puff imaging (GPI) system has been successfully assembled on the Experimental
Advanced Superconducting Tokamak (EAST) and applied for the study of the dithering L–H
transition in the 2012 spring campaign. A new method i.e., the dynamic programming based
time-delay estimation technique, has been applied to the 64 × 64 pixels GPI video images to
yield time-dependent two-dimensional velocity fields at the plasma edge on EAST. Local
poloidal flow velocities up to ∼−3 km s−1 (in the electron diamagnetic direction) and radial
flow velocities up to ∼−2 km s−1 (inward) are found inside the separatrix during a dithering
burst. The radial and poloidal cross-correlation length, flow velocity and auto-correlation time
inside the separatrix increase preceding the dithering burst and decrease following the
dithering burst. These observations provide strong evidence for the shear flows playing an
important role during the dithering L–H transition.

(Some figures may appear in colour only in the online journal)

1. Introduction

The edge plasma turbulence in magnetically confined devices
is widely considered to play an important role in driving
heat and particle anomalous transport in tokamak [1] and
other toroidal magnetically confined devices [2]. The edge
turbulence is also considered to play an important role
in the L–H transition physics [3]. The recent advance
in the two-dimensional (2D) visualization of turbulent
structures has greatly enhanced the understanding of the
underlying dynamics. Several 2D diagnostics have been
developed for visualization of the turbulent structures,

including beam emission spectroscopy (BES) [4, 5], electron
cyclotron emission imaging (ECEI) [6, 7], microwave imaging
reflectometry (MIR) [8, 9], and gas puff imaging (GPI)
[10, 11]. ECEI takes advantage of focusing optics and

frequency selection based on the gradient in the strength
of the toroidal magnetic field to form a 2D image (in the
poloidal plane) of electron temperature. MIR makes use
of similar microwave frequencies and collection optics to
image the plasma cut-off layer, enabling localized and precise
measurements of density fluctuation. BES and GPI diagnostics
are based on the detection of line emission from neutrals in the
edge plasma.
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A 2D (poloidal versus radial) edge plasma GPI diagnostic
has been assembled successfully on the Experimental
Advanced Superconducting Tokamak (EAST) before its 2012
spring campaign. Previously, two reciprocating probe systems
have been used in EAST to study the edge turbulence.
However, the application of the probe inside the separatrix is
prohibited by high heat load on the probe in high heating power
discharges. Taking advantage of its 2D visualization capability
and the high spatial–temporal resolution, the GPI diagnostic
has been used to investigate several important issues, such as
turbulence [12], blobs [13], zonal flow [14], L–H transition
[14, 15] and edge localized modes (ELMs) [16, 17] in NSTX
and Alcator C-Mod. GPI introduces a neutral gas puff into
the edge plasma to image the turbulence motion. To minimize
the perturbation of the edge plasma by the GPI gas puffing,
low-Z gases, such as He and D2, are used. The visible line
emission (He I line at 587.6 nm or Dα line at 656.3 nm) from
a puffed gas cloud near the last closed flux surface (LCFS) is
imaged with a fast framing camera. These measurements are
performed with spatial resolution for one pixel of 2 mm and
time resolution of 2.56 µs, which are much smaller than the
typically size (∼20 mm) and auto-correlation time (∼10 µs)
of the edge plasma turbulent structures in EAST.

The derivation of the radial and poloidal flow pattern in the
plasma edge can contribute significantly to the understanding
of turbulence and its relationship to edge transport. The
time-delay estimation (TDE) method is conventionally used
to calculate the turbulence velocity fields based on the cross-
correlation of fluctuation signals at two spatially separated
(within a fluctuation correlation length) locations. For a given
channel separation, a time-dependent velocity can thus be
determined. Specific TDE methods have been developed in
several magnetic devices by different groups to characterize
turbulence behavior, including time-delay cross-correlation
methods [18, 19], the wavelet-based method [20], and the
dynamic programing technique [21, 22]. The time-resolved
cross-correlation method is based on finding the time delay
of the maximum of the cross-correlation function of two
signals within a short-time-window. The wavelet-based TDE
methods are used in some case to take advantage of higher time
resolution compared to the traditional Fourier transform TDE
methods. The wavelet-based TDE method has been applied
to BES in DIII-D, and the 2D time-delay cross-correlation
analysis is used in NSTX [15] or C-Mod [14] conventionally.

For achieving a higher frequency response and sensitivity
[21, 22], dynamic programming based TDE analysis is chosen
to analyze the GPI data in EAST. The dynamic programming
is a recursive optimization mathematical method for solving
a problem composed of overlapping sub-problems with an
optimal substructure. In the present TDE technique, dynamic
programming works as a vector matching algorithm to estimate
a temporal shift for the best match between coherent parts of
two signals. A technique of this kind has previously been
applied to particle imaging velocimetry with 2D spatial data in
experimental fluid dynamics [23]. In this paper, the technique
is extended and applied to temporal data from GPI to obtain the
fluctuations of the time-delay, i.e., the time-varying time-delay.

This paper is organized as follows. The setup of the
GPI is presented in section 2. The method used to process

video images from GPI and yield time-dependent velocity
fields is given in section 3. The results from dynamic
programming based TDE applied to GPI data during dithering
L–H transitions are shown in section 4. A summary and
discussion of the results is given in section 5, along with
possible plans for further work.

2. Diagnostic setup

Two GPI systems have been implemented on EAST [24] before
the 2012 spring campaign. The basic dual GPI diagnostic on
EAST has been described in detail elsewhere [11], so only a
brief description will be given here. The layout of the dual
GPI diagnostic on EAST is illustrated in figure 1(a). Two
16 cm long gas manifolds, each having 16 pinholes covered by
thin molybdenum tiles, are mounted on the inner wall behind
the radio frequency (RF) limiter shadow beside the port C
and E. Each manifold is oriented to produce a cloud of gas
extending along the local poloidal direction near the separatrix
(the boundary between open and closed field lines). The gas
puff from either of these two manifolds is viewed along the
edge magnetic field lines through a reentrant port (telescope)
about 178 cm away. These two GPI systems separated by
∼66.6◦ toroidally and ∼100◦ poloidally (see figure 1(b)) are
vertically symmetrical about the midplane. The gas puff
is used to localize the light emission (He I line emission at
587.6 nm is detected in EAST, and the main working gas of
EAST is deuterium) in order to obtain a cross-section of the
turbulence in the radial versus poloidal plane. The camera
image is centered on the magnetic separatrix (see figure 1(b))
and the sight line of telescope is about 6.4◦ above or below the
outer midplane.

For these experiments, the images were recorded with
two Phantom V710 cameras, each coupled to the vessel via
a coherent fiber-optic bundle inserted into a reentrant vacuum
port. The Phantom V710 camera is equipped with a custom
charge coupled device (CCD) chip capable of storing 32 GB
(12-bit dynamic range) image frames of 64 × 64 pixels at a
rate of 391 000 frames s−1. The camera has a 13 × 13 cm2

(radial versus poloidal) viewing area perpendicular to the
total magnetic field at the gas cloud. The minimal wave-
number of the turbulence that GPI can measure is kpol(min) ∼
2π/15 cm ∼ 0.5 cm−1 (the length along the poloidal direction
inside the separatrix in GPI’s viewing region is around 15 cm in
EAST), while the maximal wave-number of the turbulence that
GPI can measure is kpol(max) ∼ 2π/0.2 cm ∼ 3 cm−1 (the
spatial resolution is 0.2 cm). Thus, the GPI mainly measures
the mid-size and micro-size turbulence.

Under the collisional radiative approximation, the
intensity of the line emission depends on the local electron
density ne and temperature Te as

S = n0f (ne, Te) A, (1)

where A is the radiative decay rate of the observed line, n0 is
the local neutral density, and f (ne, Te) is a function providing
the density ratio between neutrals in the upper and lower
transition states [25]. The dependence on ne and Te, through
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Figure 1. (a) Illustration of two GPI diagnostic systems on EAST. Gas manifold of upper GPI is located at top left side of port E and that of
lower GPI is located at bottom right side of port C. The two telescopes are located in the center at port D. (b) Cross section of two GPI
system poloidally separated by ∼100◦.

the function f , modulates the line emission due to fluctuations
in either of these two plasma parameters. The edge electron
temperature and density of typical discharge in EAST is similar
to that in NSTX [11], and the local emissivity of the He I near
the peak of light emission on NSTX varies as S ∝n0.7

e T 0.5
e

according to DEGAS 2 code [26]. Currently, it is impossible
to distinguish the density fluctuations from the temperature
fluctuations that GPI measures on EAST. It should be noted
that the use of the GPI diagnostic is constrained by the line
emission profile of the neutral gas. Namely, the brightness of
any given emission line has a limited radial extent in regions of
steep temperature and density gradients, since the ionization
of neutral gas decreases the signal far inside of separatrix.
Supersonic nozzles can be chosen to slightly increase the
intensity profile inside the separatrix. In all cases, it is difficult
to use the GPI diagnostic very far from the separatrix in EAST
and other devices due to the low signal levels.

3. Dynamic programming based TDE analysis

The dynamic programming technique is robust to moderate
changes in average time-delay amplitudes in the data, and
does not require optimization of analysis parameters for small
changes. The algorithm seeks to divide a large problem into
incremental steps such that at any stage, an optimal solution
on the sub-problem is known. It has been used to estimate
the flow fluctuation velocity for BES in DIII-D [21]. Here
it is utilized to estimate the time-delay between two partially
correlated, one-dimensional (1D) temporal signals obtained
from fluctuation measurements using GPI diagnostic.

To compute the time-delay between two partially
correlated time signals (for example, U [i] and V [j ]) by the
dynamic programming algorithm based TDE technique (the
technique described below is exactly the same as in [21]),

Figure 2. Illustration of local matching residual matrix of two
partially correlated time signals with a probable optimal
matching path.

the implementation process described below should be done
step by step. First a ‘local matching residual’ function matrix
d[i, j ] is calculated by finding all possible absolute shifts
between the signals, i.e.,

d [i, j ] = |U [i] − V [j ]| . (2)

The size of this matrix is proportional to the record length of
the signals i.e., max(i), max(j). An illustration of the ‘local
matching residual’ function matrix d is shown in figure 2.

3
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Figure 3. (a) Spatial arrangement of pixels around a reference pixel A for dynamic programming based on TDE. (b) Illustration of velocity
projection method of flow velocity, α is the angle between poloidally magnetic line and vertical direction.

If there is no or a constant time-delay between signals U [i]
and V [j ], the minimal local matching residual d[i, j ] will lie
in diagonal line or a diagonally shifted straight line of this
matrix. When the displacement the diagonally shifted straight
line is extracted, the time-delay between the two signals will
be known. However, U [i] and V [i] always have a time-
varying time-delay, so the minimal local matching residual
will not along a straight line path. The dynamic programming
algorithm offers an efficient way to find out the optimal path,
which has a minimum total of the local matching residual.
The sum over the optimal path of the local matching residual
function is defined as the ‘accumulated residual function’
D[i, j ], which follows the recursive equation

D [i, j ] = min




D [i, j − 1] + d [i, j − 1] + d [i, j ] ①
D [i − 1, j − 1] + 2

× ([d [i − 1, j − 1] + d [i, j ]) ②
D [i − 1, j ] + d [i − 1, j ] + d [i, j ] ③




.

(3)

The initial conditions used to recursively calculate the D[i,j]
function are

D [i, j ] =
{

0, if i + j = m

∞, if |i − j | > m or i + j < m

}
, (4)

where m is the maximum absolute displacement selected to
search the matching paths. Sometimes, to achieve a more
temporal precision and fractional time-step resolution, the
above procedural steps can be iteratively repeated, even with
interpolation [23].

There are many paths from the beginning line to the end
line, but only the one with minimal accumulated residual
function D[i,j ] is defined as the optimal matching path as
shown in figure 2. Obviously, the last local matching residual
d[i,j ] along the optimal line also lies in end line (see figure 2).
Thus, from the beginning line (j = −i+m) on ‘local matching
residual’ function matrix d to the ending line (j = −i + m +
max(i)), only m+1 optimal matching candidates (paths) can be
found from all possible paths. A ‘position encoding’ technique
is used to record locations of every local matching residual

ahead d[i,j ] (one of d[i −1, j ], d[i −1, j −1] and d[i, j −1])
lying in the m + 1 paths when calculating D[i,j ] during
searching each of these paths here. By calculating recursive
equation (3) for each D[i,j ] in each path, if the first equation
is satisfied, position[i, j ] = 0(position[i, j ] is the positional
code of d[i,j ] calculated by ‘position encoding’ technique);
if the second equation is satisfied, position [i, j ] = 1; and
position [i, j ] = 2 if the third equation is satisfied. Then just
to find the minimum value of all the last D[i,j ] lying in the
m + 1 candidate paths (also lying in the end line), the optimal
matching path will be achieved. To find all local matching
residual d[i,j ] and its shift displace j–i lying in this optimal
path, a decoding position [i,j ] technique is used here, which
follows the recursive equation

d =



d [i − 1, j ] , if position [i, j ] = 0 ①
d [i − 1, j − 1] , if position [i, j ] = 1 ②
d [i, j − 1] , if position [i, j ] = 2 ③


 . (5)

The mean of all shift displace j–i of d[i,j ] on this optimal
path is the time-delay between the time series.

Before calculating flow velocity from fluctuating
measurements of GPI by dynamic programming based on
TDE, a series of preprocessing is needed. First, each frame in
the raw-data sequence is filtered with a 2D median filter (using
a three-point width) to remove noise spikes from the image
frame. Camera images for each frame were normalized to the
time-averaged image of the gas cloud to eliminate systematic
pixel-to-pixel spatial variations due to the fiber bundle and
optics. This can be done by simply dividing the brightness
image of each frame by the time-averaged frame. For each
pixel in the interesting region of a frame, a short time series is
created consisting of the normalized intensities at this pixel for
±32 frames (0 represents the present frame), i.e., for ∼164 µs
(>7 times longer than averaged auto-correlation time of edge
turbulence in EAST).

Then the dynamic programming is applied to two adjacent
pixels in the video images, since a one pixel interval is most
suitable for calculations as can be seen in figure 3(a). Velocities
vBAvCDvAEvIAvHGvAF are obtained in this way. So velocity of

4
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pixel A at present frame is defined by

vAx = (vBA + vCD + vAE)

3
, (6)

vAy = (vIA + vHG + vAF)

3
(7)

To eliminate an unreal time-delay [27], the minimum time-
delay is limited to 0.1 T (T = 1/390 804 s, i.e. 1/frame
rate) and thus the maximum velocity of local flow is up to
∼±16 km s−1. When the absolute value of calculated velocity
is larger than 16 km s−1, the absolute value of a calculated time-
delay is less than 0.1 T. These unrealistically large calculated
velocities will be replaced by an interpolated value. This can
be simply done by averaging calculated velocities of nearby
pixels (using a 3 × 3 kernel boxcar average here). To smooth
the time resolution of velocity, 75% time series, i.e. 48 frames
overlapping is used for each pixel from one frame to next
calculated frame when applying this method to GPI data.

As shown in figure 1(b), the last closed magnetic line
(separatrix) is tilted in the viewing region by ∼31◦ (slightly
varying from shot to shot and time to time) from the vertical
direction. To obtain velocity fields in radial and poloidal
directions, the evaluated velocity fields in the horizontal and
vertical directions calculated by applying the above method
should be rotated by α (α is the angle between poloidally
magnetic line and vertical direction. mostly, α is thought as a
constant and equal to the angle between separatrix and vertical
direction) in the counter-clockwise direction for each pixel of
present frame (see figure 3(b))

vr [i, j ] = vx [i, j ] cos α + vy [i, j ] sin α, (8)

vp [i, j ] = −vx [i, j ] sin α + vy [i, j ] cos α, (9)

where vx[i, j ] and vy[i, j ] are the initially estimated velocities
of each pixel in horizontal and poloidal directions at present
frame, α is the angle between poloidal magnetic line and
vertical direction. Then, radial and poloidal velocity arrays
of a frame are rotated by α and averaged over a poloidal range
(24 pixels i.e. 4.8 mm are used here) within the GPI field of
view to obtain a ‘zonal’ average of these velocities. Actually,
averaging over a poloidal range is only an approximation to
the m = 0 poloidal structure of this flow, it is the best that can
be done to evaluate the shear flow with the limited poloidal
range of the view region of GPI. The frequency response of
this analysis of velocity �6 kHz, is set by the ∼164 µs duration
of the coherent time interval. The time resolution of velocity
is high enough to investigate the flow velocity changes during
I-phase which we focus on in this paper.

Another reason for not choosing 2D time-delay cross-
correlation analysis as the analysis method for GPI data is
that the viewing region inside the separatrix of GPI in EAST
is relatively small, so there is not sufficient space for a 2D
time-delay cross-correlation analysis inside the separatrix.
Like traditional TDE method, the dynamic based TDE also
can’t detect the velocity field in H-mode well, since there aren’t
enough eddies for calculation.

4. Application to GPI data during dithering L–H
transition

Nowadays, an intermediate oscillatory state during the L–H
transition with margin heating power injection, termed an
I-phase, has been widely recognized by the fusion community.
Studying the I-phase on EAST can make a strong contribution
to ITER, which will have a very marginal power injection
during its first run. Figure 4 shows a typical double null
(DN) H-mode discharge (shot 41363) with a toroidal magnetic
field Bφ ∼ 1.8 T in the counter-clockwise direction viewing
from top. The plasma current I ∼ 400 kA and the electron
density ne ∼ 2.8 × 10−19 m−3 are shown in figures 4(a) and
(b), respectively. The auxiliary heating power levels of lower
hybrid wave (LHW) and ion cyclotron resonance frequency
(ICRF) are ∼1.2 MW and ∼1.1 MW respectively as shown in
figure 4(c).

The red line in figure 4(d) is Dα emission detected at
the lower divertor region by a filter-scope diagnostic. From
3.500 to 3.522 s is L-mode, but there are two dithering cycles
in L-mode. From 3.522 to 3.530 s is the I-phase (dithering
phase) and the plasma enters an ELMy-free H-mode at 3.530 s.
The time in figures 4(e) and (f ) corresponds to the time
slice marked in the black box in figures 4(a)–(d). The time
dependence of the poloidally averaged He I line emission from
the GPI diagnostic just outside the separatrix at r − rsep =
0.9 cm is shown by the black line in figure 4(e). The peak of the
Dα signal lags about 180–200 µs behind the peak of the upper
GPI signal, since the Dα emission (red line) is detected at the
lower divertor region by filter-scope diagnostic. This delay is
consistent with the timescale for parallel flow loss in the scrape-
off layer (SOL): τ‖ = L‖/(M‖cs) (where the viewing regions
of the upper GPI and filter-scope are separated by L‖ ∼ 4 m in
total field direction, Mach numberM‖ ∼ 0.4, Ti ≈ Te ∼ 25 eV,
so the sound speed cs = (2Te/mi)

1/2 ∼ 50 km s−1, thus
τ‖ ∼ 200 µs) in EAST. The whole process of 3 typical
dithering cycles are presented in figure 4(f ), including three
bursts in which the GPI intensity signal rapidly expands both
radially inward and outward from separatrix respectively e.g.
at 3.5225 s. For each of the three dithering cycles, there are
always two or even more small bursts. That means, a dithering
cycle burst always has fine structure which the filter-scope
diagnostic (Dα line) does not distinguish this, possibly due
to its much lower temporal resolution (100 kHz) than that of
GPI on EAST.

Based on the temporal evolution of the normalized GPI
signal displayed in figure 4(e), we define a complete dithering
cycle as a period between two adjacent times at which the
GPI signal begins to increase dramatically. The first part of
a dithering cycle during which the GPI signal has a rapid
increase is defined as the turbulent period, while the rest of
a dithering cycle during which the GPI signal has a relatively
slow decreasing trend is defined as the quiescent period. Take
figure 4(e) for example, a typical dithering cycle is defined
as the period between t1 and t3, and t2 should be the cut-off
time between the turbulent and quiescent periods, at which the
GPI signal reaches the maximum in amplitude. Combining
figures 4(e) and (f ), one should conclude that during the
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Figure 4. (a) Time dependence of (a) plasma current, (b) electron density, (c) power of LHW and ICRF, (d) Dα line. (e) Time dependence
of normalized He I line emission from GPI diagnostic just outside the separatrix at r − rsep = 0.9 cm (poloidal average) and the red line is
Dα line detected at the lower divertor region. (f ) Time dependence of poloidally averaged radial profile of GPI normalized images. The
time slice of (e) and (f ) is within the black box in (a), (b), (c) and (d) at the top.

quiescent period of every dithering cycle the GPI emission
fluctuation grows with time just inside a narrow radial area
r − rsep = −2 ∼0 cm, and at beginning of the turbulent period
the GPI emission fluctuation seems to burst by propagating
both inward and outward.

The process of dithering burst is surely of interest, but
we are also interested in the evolution of turbulence during
a dithering burst. Figure 5(a) shows a sequence of five
normalized zero-time delay spatial cross-correlation images
evaluated over a period of ∼180 µsec during a dithering cycle,
where each image is correlated over 14 frames (∼35 µsec).
These images show the structure of turbulence during a
dithering burst process in the upper GPI, and the time

evolution of Dα line as detected from lower divertor region.
Before calculating cross-correlation coefficient at zero-time
lag between signals at two pixels, a band-pass filter of
20–60 kHz. The region in the limiter shadow, which is outside
the range of interest (top right region of every graphic), is
colored light green. Normally, the poloidal flow in EAST
[28] is in the ion diamagnetic direction (IDD) in the SOL
and in the electron diamagnetic direction (EDD) inside the
separatrix. Figure 5(b) shows the poloidal velocity estimated
by the dynamic programming based TDE technique on GPI
data (using 141 frames), which has a poloidal turbulence flow
in the EDD inside the separatrix and in the IDD outside the
separatrix, i.e. consistent with previous results in EAST. In
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Figure 5. (a) Sequence of normalized zero-time delay cross-correlation images (reference pixel [19, 25] located inside the separatrix)
during a typical dithering burst process. Time dependence of He I line emission is from GPI diagnostic within 4 pixels just outside the
separatrix at r − rsep = 0.9 cm and the Dα line is detected from the lower divertor region. The times t1–t5 in the cross-correlation images are
labeled in the first image. (b) Velocity image calculated by dynamic programming based TDE at t = 3.522 679 s. The lengths and colors
and directions of the arrows indicate the magnitude and direction of the velocities. The black dash line is the poloidal velocity reversing
boundary (flow moves inward and downward inside the dash line, while moves outward and upward outside the dash line).

figure 5(b) the black dashed line is the boundary separating
the EDD flow from the IDD flow, which closely corresponds
to the separatrix location from EFIT.

The cross-correlation lengths Lr and Lp representing the
radial and poloidal structure scale of turbulence are shown
in figure 5(a). The image at t3 (3.522 597 s) is regarded as
the starting frame of the dithering burst. Images at t1–t3 in
figure 5(a) show that Lr and Lp increase before the dithering
burst from 4 mm width and 8 mm length at t1 to 12 mm width
and 92 mm length at t3, and decrease after the burst as shown
in images at t3–t5. The Lr and Lp change in the same way in
every dithering cycles in shot 41363 and in shots 41362 and
41364, which have almost the same discharge parameters as
shot 41363. This means that the turbulence structure scale
increases before a dithering burst and decreases after burst.

As mentioned in the introduction in section 1, to better
understand the edge turbulence and its relationship to edge
transport during I-phase (dithering phase), the radial and
poloidal flow pattern in the plasma edge should be determined.
To achieve this, the dynamic programming based TDE method
is applied to GPI video images here. Two dim gray vertical
solid lines at ∼3.522 and ∼3.530 s in figure 6 are the dividing
lines between L mode, I phase (i.e. dithering phase) and H
mode. The quasi-periodic dithering bursts in the GPI in the
I-phase are also seen in the Dα signal increasing and decaying
in figure 6(c). It has been found that in I-phase, the radial
fluctuation velocity Vr can be intermittently up to ∼2.0 km s−1

both outward and inward from the separatrix in the radial
direction (see figure 6(a)), and the poloidal velocity Vp can up
to ∼4.0 km s−1 in the ion diamagnetic drift direction in SOL
and ∼−3.0 km s−1 in the electron diamagnetic drift direction
inside the separatrix (see figure 6(b)).

The radial profile of the poloidal flow shear ∂Vp/∂r around
the separatrix and the auto-correlation time of temporal signals
τac inside and outside the separatrix within a band-pass filter

(8–40 kHz), rise with dithering bursts as shown in figures 6(c)
and (d), respectively. A secondary increase of the auto-
correlation time is found after most dithering bursts as shown
in the slender magenta box at ∼3.5275 s in figures 6(c) and (d),
possibly due to two small bursts during a big dithering burst.
There are 2–3 dithering bursts from 3.517–3.519 s shown in the
black ellipse in L-mode i.e. L–I–L transition, and all features,
i.e. radial and poloidal velocities, poloidal flow shear and
auto-correlation time, vary in the same way as the dithering
cycles during L–I–H transition. Figures 6(a) and (b) show
that small bursts still happen intermittently after the H-mode
is established.

For a better understanding of the dynamics of turbulence
during dithering cycles, a more detailed analysis is needed.
A comparison between two signals from the upper and lower
GPI is shown in figure 7 to see whether the dithering bursts
are occurring in the same phase. The time dependence of
normalized signals S1 and S2 in figures 7(a) and (b) are from
two pixel signals of the upper GPI images at r−rsep = −0.4 cm
with 52◦ and 48◦ poloidal angles, respectively. Signal S3 in
figure 7(c) comes from a pixel of the lower GPI, which is
separated by 66.6◦ toroidally from S1 and S2, and is vertically
symmetric about the midplane with S2. These signals increase
and decrease quasi-periodically and signals S2 and S3 are
almost in phase. From the fast magnetic probes on EAST,
the toroidal mode number of the dithering is estimated to be
0. Thus, the GPI fluctuation measurements during dithering
bursts is compatible with a m = 0 mode.

Normalized signal S4 and its enveloped Hilbert transform
[29] within a band-pass filter from 8 to 40 kHz as shown in
figures 7(d) and (e) is calculated from a pixel of the upper GPI
images at r − rsep = 0.8 cm and 51◦ in the poloidal direction.
In mathematics and signal processing, the Hilbert transform is
a linear operator which takes a function, u(t), and produces a
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Figure 6. Time dependence of poloidally averaged radial profile of (a) radial velocity, (b) poloidal flow velocity, (c) poloidal flow velocity
shear and (d) auto-correlation time from Shot 41363. Dα line (the dark violet line) in (c) is measured in lower divertor region by filter-scope.

function, H(u)(t), as:

H(u)(t) = 1

π
p.v.

∫ ∞

−∞

u(t)

t − τ
dτ , (10)

where p.v. is the Cauchy principal value of the integral. It
is a basic tool in Fourier analysis, and provides a concrete
means for realizing the harmonic conjugate of a given function
or Fourier series. Here we utilize the Hilbert transform to
calculate the amplitude of turbulence fluctuation. The time
at maximum of the envelope of signal S4 is consistent to the
beginning of a dithering burst here. Similar to the process of
sawtooth crash on q = 1 flux surface, the turbulence gains
energy gradually before bursting, and then bursts dramatically
when over a certain magnitude (the intensity of normalized
signals is proportional to local turbulence fluctuation). The
dithering burst occurs when the auto-correlation time of local
flow fluctuation τac inside the separatrix reaches its maximum
∼30 µs (see figures 7(e)–(g)). Like the evolution of cross-
correlation length in figure 5(a), the radial and poloidal
flow velocity in figure 7(i) and auto-correlation time (see

figures 7(e)–(g)) inside of separatrix rise before a dithering
burst and decrease after the burst. In most cases, the poloidal
flow shear rises before a dithering burst and decreases after
the dithering burst around the separatrix, but it is hard to find a
consistent evolution of poloidal flow shear inside of separatrix.
This case is shown in figures 6(c) and 7(j ).

To further ascertain the temporal evolution of poloidal
velocity Vp, as well as that of radial shear of poloidal
velocity ∂Vp/∂r , which has been displayed in figures 7(i)
and (j ) in a small period of time with only approximately
three dithering cycles, figure 8 shows the evolution of these
two quantities during the turbulent periods or the quiescent
periods. Figures 8(a)–(c) exhibit the estimates of Vp in three
consecutive discharges, i.e., shot 41362–41364, while related
results for ∂Vp/∂r are shown in figures 8(d)–(f ). From these
figures, the estimated quantities of Vp or ∂Vp/∂r during the
two periods show consistent results among these three shots.
Specifically, in turbulent period, the time-averaged poloidal
velocity just inside the seperatrix is in EDD. But in quiescent
period, the time-averaged poloidal velocity seems not to be
in EDD inside the separatrix but rather in the IDD, and the
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Figure 7. Time evolution of GPI He I normalized signals S1 (a), S2 (b), S3 (c) from three pixels at different position but same radial location
(r − rsep = −0.4 cm) during the dithering phase for shot 41363. S3 comes from the lower GPI, separated about 66.6◦ toroidally from S2 and
S3, and vertically symmetrical about the midplane with S2. (d) Normalized signal S4 from a pixel of up GPI images outside the separatrix at
r − rsep = 0.8 cm. (e) Hilbert transform of S4 filtered by a band-pass filter from 8 to 40 kHz. Time dependence of the auto-correlation time
of edge plasma fluctuation filtered by a band-pass filter from 8 to 40 kHz in I-phase at r − rsep = −2.7 cm (f ), −1.1 cm (g) and −0.3 cm (h)
from up GPI. (i) Time dependence of poloidal (red line) and radial (blue line) velocities at r − rsep = −1.1 cm from the upper GPI. (j ) Time
dependence of poloidal flow shear at r − rsep = −0.1 and −1.1 cm from the upper GPI. The three dark violet vertical dash lines indicate the
start time of dithering bursts. The time interval in the black rectangle represents the turbulent period of a typical dithering cycle.

poloidal flow velocity outside the separatrix is less than that
in turbulent period as shown in figures 8(a)–(c). These results
are similar to the Er profiles during turbulent and quiescent
period measured by Doppler reflectometry in ASDEX-U [30].
The poloidal flow shear around the separatrix in the turbulent
period is much larger than that during the quiescent period,
but not at other radial positions in figures 8(d)–(f ). That
is because the poloidal velocity in the EDD decreases just
inside the separatrix while increasing dramatically outside the
separatrix, and the poloidal flow shear in turbulent period

around the separatrix is much larger than that at the quiescent
period.

The time-averaged poloidal velocity just inside the
separatrix is in the EDD in the turbulent period, while
it seems to be in IDD in the quiescent period as shown
in figures 8(a)–(c). That is possibly because the plasma
collisionality decreases [31, 32]; a decrease in the electron
density and increase in the electron temperature have been
measured by reciprocating probe from turbulent period to
quiescent period in dithering cycles in EAST as shown in
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Figure 8. The profile of the averaged poloidal velocity during all turbulent and quiescent periods of (a) shot 41362, (b) shot 41363 and
(c) shot 41364. The profile of the averaged ploloidal flow shear during all turbulent and quiescent periods at (a) shot 41362, (b) shot 41363
and (c) shot 41364.

figures 9(c) and (d). Figure 9(a) is the Dα line from L-mode to
I-phase measured by filter-scope at the lower divertor region.
The poloidal velocity evaluated by dynamic programming
based on TDE and the polodial E ×B drift velocity are shown
in figure 9(b). The polodial E × B drift velocity is in EDD
in L-mode, while reverses to IDD when entering I-phase and
sharply decreases into EDD after that, which is shown in
figure 9(b). As the result from GPI, the poloidal velocity
calculated by dynamic programming based on TDE from
probe reverses intermittently from ∼−10 km s−1 (EDD) to
∼10 km s−1 (IDD) inside the separatrix at r − rsep = −0.5 cm
during I-phase. But the poloidal velocity does not always
reverse after a dithering burst as shown in figures 6(b) and 7(i).
That is possibly because the different discharging condition,
where the Dα signal decreases much more sharply in shot
42160 than that in shot 41363 after the plasma entering I-phase.

In figure 9(b), the poloidal velocity inferred from the
dynamic programming based on TDE analysis of the Langmuir
probe data is compared with the poloidal velocity inferred from
Langmuir probe potential profiles. However, the time behavior
of the two velocities is different. To better understand this, the
radial force balance equation is needed as shown below:

Er = 1

Zieni

∂p

∂r
− �er · ( �vi × �B). (11)

From equation (11), we can infer that the polodial E × B drift
velocity mainly responses both poloidal velocity and radial
pressure gradient. Although the poloidal velocity reverses

intermittently inside the separatrix, the radial edge plasma
pressure gradient increases during I-phase. Thus, the polodial
E × B drift velocity rises gradually in EDD, which behaves
differently from that of poloidal velocity during I-phase.

5. Summary

Dual gas puff imaging diagnostic systems have been installed
on the EAST tokamak and have provided 2D imaging of
edge plasma turbulence during L-mode, ELMy H-mode and
ELMy-free H-mode during the recent experimental campaign.
Utilizing the dynamic programming based TDE analysis,
poloidal and radial time-resolved local flow velocities during
a dithering L–H transition have been obtained, revealing many
interesting details about the dynamic process of dithering
bursts.

Local poloidal flow velocities up to ∼−3 km s−1 (in EDD)
and radial flow velocities up to ∼−2 km s−1 (inward) are found
inside the separatrix during dithering turbulent periods. The
mode number of dithering cycles appears to be (0,0), and a
big dithering burst consists of two or even more small bursts.
The poloidal flow shear just around the separatrix in turbulent
period is much larger than that at quiescent period, and larger
than that found at other radial positions.

To decrease the volume of the gas puff, a new supersonic
GPI injector will be employed in the next EAST campaign to
improve the spatial resolution of the dual GPI system. A higher
efficiency optical system is also under design to improve the
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Figure 9. Time evolution of (a) Dα signal detected in lower divertor
region, (b) poloidal velocity calculated by dynamic programming
based on TDE and Er × B drift velocity, (c) electron density inside
the separatrix at r − rsep = −0.5 cm, (d) electron temperature inside
the separatrix at r − rsep = −0.5 cm.

signal-noise ratio of GPI in the next campaign, when the GPI
will play an important role in edge plasma research.
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