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Abstract When objects undergo large pose change, illu-
mination variation or partial occlusion, most existing visual
tracking algorithms tend to drift away from targets and even
fail to track them. To address the issue, in this paper we pro-
pose a multi-scale patch-based appearance model with sparse
representation and provide an efficient scheme involving the
collaboration between multi-scale patches encoded by sparse
coefficients. The key idea of our method is to model the
appearance of an object by different scale patches, which are
represented by sparse coefficients with different scale dictio-
naries. The model exploits both partial and spatial informa-
tion of targets based on multi-scale patches. Afterwards, a
similarity score of one candidate target is input into a parti-
cle filter framework to estimate the target state sequentially
over time in visual tracking. Additionally, to decrease the
visual drift caused by frequently updating model, we present
a novel two-step object tracking method which exploits both
the ground truth information of the target labeled in the first
frame and the target obtained online with the multi-scale
patch information. Experiments on some publicly available
benchmarks of video sequences showed that the similar-
ity involving complementary information can locate targets
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more accurately and the proposed tracker is more robust and
effective than others.
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1 Introduction

Object tracking is an important problem and plays a cru-
cial role in many practical applications such as video sur-
veillance, human motion understanding, interactive video
processing and so on. Although many trackers have been
proposed and have made successes under various scenarios,
it is still challenging in object tracking because the appear-
ance of an object may be changed drastically while undergo-
ing significant pose change, illumination variation or partial
occlusion. Such a thorough review can be found in [1], which
presented a typical tracking system consisting of three com-
ponents: an appearance model, which evaluates the similarity
of the object of interest being at different particular locations;
a motion model, which locates the target over time; and a
search strategy for finding out the most likely location of the
target in the current frame. In this paper, we focus on the
design of a robust appearance model and a two-step tracking
strategy with particle filtering.

Recent years have seen a significant progress in effec-
tive appearance model for robust object tracking. One suc-
cessful approach was a class of appearance modeling tech-
niques named sparse representation [2–4]. Several tracking
methods based on sparse representation have been proposed
[5–8]. In these cases, tracking problems were formulated to
find a sparse approximation using template subspace, and
further experiments showed that sparse representation was
efficient and adaptable to address the aforementioned chal-
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lenges, especially for partial occlusion. However, besides the
high computational cost of the tracking problem, another
drawback is the limitation of the appearance model. Since
the templates directly cropped from target images are very
limited, all the above trackers may fail due to the inac-
curate linear representation for the target. To alleviate the
problem, local patch-based sparse representation model was
introduced [9,10]. Liu et al. [9] proposed a tracking method
which employs histograms of sparse coefficients and mean-
shift algorithm for object tracking; however, it tracked tar-
get patches only with a static local dictionary and failed in
dynamic scenes. Jia et al. [10] adopted an alignment pool-
ing method to scan across local patches based on sparse
coefficients. Although these local patch-based trackers have
demonstrated good robustness in many videos, they are patch
size sensitive and their optimal patch sizes were varied with
target template size.

Inspired by the works mentioned above, to make the patch-
based trackers robust, a multi-scale patch tracking algo-
rithm involving information from different scales is pro-
posed based on local sparse representation. Since target
appearance exhibits distinct spatial structures and charac-
teristics on different scales, combining the spatial informa-
tion and structural information on different scales could not
only lead to much tracking improvement, but also provide
an effective appearance model for robust tracking. First,
the proposed method samples local image patches with dif-
ferent patch size within the target region and further con-
structs a multi-scale local dictionary. Then, similarly to [10],
the single-scale similarity measure score of one candidate
region is obtained across the local patches by alignment-
pooling method. Finally, the multi-scale similarity measure
of one candidate region is computed by applying differ-
ent scale weights to the corresponding single-scale similar-
ity.

Although the proposed method is adapted by updating
the target appearance model with respect to new input tar-
gets to be tracked, the main issue is that observation noise is
inevitably used for the update and, correspondingly, the tar-
get template is changed frequently with new tracking results,
thereby causing drift. To avoid significant drift, similarly to
[11,12], a novel two-step tracking strategy is proposed by use
of multi-scale patch information. In the first step, we use a
dynamical appearance model and therefore define an dynam-
ical likelihood function to estimate the target state within par-
ticle filtering framework. In the second step, since the ground
truth plays a key role in determining whether a new tracking
result is effective during the tracking process and it is only
available in first frame, the target labeled in the first frame
is used as a static appearance model with multi-scale patch
information and therefore defines a static likelihood function
to select the best accurate target position resulting from the
first step.

The first contribution of this paper is the presentation
of the dynamical appearance model that integrates multi-
scale patches by sparse coefficients. The appearance model
exploits both partial information and spatial information of
the target based on patches on multi-scale level. The sec-
ond contribution is the proposal of a novel multi-scale sim-
ilarity measure on each patch of one candidate region. The
last contribution is a novel two-step particle filtering method.
The proposed two-step approach combines static appearance
model with dynamical appearance model, thereby alleviating
the drift problem when updating the appearance model.

2 Related works

Many works have focused on constructing target appearance
model, which is a key part of object tracking. An effective
object representation should have a strong description or dis-
crimination power to distinguish targets from background.
In general, most of the tracking algorithms can be catego-
rized as either generative [13–22] or discriminative [23–27]
based on their appearance models. Color histogram was one
of the most widely used appearance models [18] in many
tracking algorithms [13,14,28]. However, those trackers did
not work well when objects underwent illumination change
and/or large pose change. To address these issues, Ross et
al. developed an online subspace learning model to account
for appearance variation [15]. Furthermore, Kwon et al. [16]
tracked the target successfully via visual tracking decompo-
sition (VTD) with multiple and dynamic observation models.
In [17], Kwon et al. extended the VTD method and proposed
a visual tracker sampler framework that tracked a target by
searching for the appropriate tracker in each frame. However,
a main drawback of them is the limitation of the appearance
methods to model holistic object appearance within a gener-
ative framework.

Discriminative methods have shown that training a model
via a discriminative classifier often performed well in dis-
criminating objects from the background [23,25,26]. Avidan
[25] trained a support vector machine (SVM) classifier off-
line and applied its extension in an optimal flow framework
for object tracking. Furthermore, Avidan et al. [23] devel-
oped an online boosting method for tracking targets, which
was an ensemble tracker that constructed a strong classifier
composed of a set of weak classifiers. Grabber et al. [26]
utilized online AdaBoost algorithm with a proposed novel
feature selection method. Moreover, Parag et al. [27] applied
boosting method in object tracking, but its classifier-updating
method consists of a set of weak classifiers that are updated
with the change of the background. In contrast with them,
Babenko et al. [29] used multiple instance learning (MIL)
instead of traditional supervised learning to handle ambigu-
ous binary data obtained online. However, a major challenge
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in discriminative methods is how to choose positive and
negative samples when updating the dynamical appearance
model. Moreover, most of discriminative trackers took the
current object location as one positive sample and sampled
its neighborhoods for negatives, which might degrade the
appearance model and cause drift when the current object
location is imprecise.

Recently, a sparse representation framework in [2] pre-
sented a novel path for solving the problem of object occlu-
sion and has been successfully applied in robust face recog-
nition [30]. Motivated by the work, many methods adopted
sparse representation model for tracking objects [5–10,31].
In [5], each target candidate was represented as a linear com-
bination of a set of updated templates online consisting of
target templates and trivial templates. The candidate with the
smallest error to target template reconstruction was regarded
as the tracking outcome. Moreover, Bai et al. [8] presented
a structured sparse appearance model, which can reduce the
computational cost, for tracking objects, where block orthog-
onal matching pursuit was adopted to solve the structured
sparse representation problem. Liu et al. [9] modeled target
as histograms of local sparse representation and integrated
them into mean-shift tracking framework for object track-
ing. More recently, in [10], a tracking algorithm based on
alignment pooling method with sparse coefficients was pro-
posed. Besides the high computational cost of the tracking
process, another drawback of those trackers is the limita-
tion of the appearance model to model object appearance as
single-scale patch.

In this paper, we propose a novel object representation
method combining multi-scale patch and sparse representa-
tion. The object representation, whose appearance model is
composed of multi-scale patch features with the correspond-
ing sparse coefficients, provides a more flexible mechanism
to deal with the problem of appearance change. Furthermore,
motivated by the work [11,12,32], a two-step tracking strat-
egy is proposed to reduce drift.

3 Multi-scale patch-based sparse representation model

3.1 Sparse representations

Sparse representations have attracted a great deal of attention
in signal processing and have been widely used in many fields
such as visual tracking [5,7,8,31]. Consider a signal y ∈ R

n ,
which can be represented as a linear representation of basic
elements from a dictionary D ∈ R

n×c that is composed of
atoms {dM }c

M=1. A representation of the signal y based on
the dictionary D is any vector x ∈ R

c that satisfies:

y = Dx + z, (1)

where the dictionary D is said to be over-complete if n <

c and z is a noise term with bounded energy ‖z‖2 < ε.
However, the solution of x is generally non-sparse with many
nonzero elements. To obtain a linear combination of only a
few elements to approximate the signaly, the problem can be
formally described by

∧
x0 = arg min ‖x‖0 subject to ‖y − Dx‖2 < ε, (2)

where ‖·‖0 is the l0 norm which counts the number of nonzero
elements, ‖·‖2 is the l2 norm, and the parameter ε denotes the
level of reconstruction error. Since the combinatorial l0-norm
minimization is an NP-hard problem, l1-norm minimization
is applied and thus formulated as

∧
x1 = arg min ‖x‖1 subject to ‖y − Dx‖2 < ε. (3)

3.2 Patch-based local sparse appearance model

In this work, a local sparse representation is used to model
the appearance of target patches and a set of sparse coef-
ficients are collected to represent them. Given a set of tar-
get templates X = {Xi |i = 1 : n}, a set of image patches
D = {d j | j = 1 : n × K } inside the target region is obtained
by sliding a window with fixed size to sample image patches,
where d j ∈ R

d is the j-th column representing a vectorized
image patch, d is the dimensionality of image patches, n
is the number of target templates and K is the number of
local image patches from the target region. Due to contain-
ing overlapped image patches, the over-complete dictionary
is constructed by D.

Let P = {pi |i = 1 : K } denote the vectorized image
patches extracted from a target candidate, where pi ∈ R

d

is the ith local image patch. With the dictionary D, each pi

will have a corresponding vector with reconstruction coeffi-
cients αi ∈ R

(n×K )×1, which is computed by:

∧
αi = arg min ‖αi‖1 subject to ‖pi − Dαi‖2 < ε. (4)

The sparse codes A = [â1, â2, ..., âK ] of all the image
patches in one candidate are calculated to represent the candi-
date. To represent local patch i at a certain position of the can-
didate, the sparse coefficients of the ith patch are divided into
n segments (see Fig. 1), i.e., âT

i = [âT
i1, âT

i2, ..., âT
in], accord-

ing to the dictionary D = {d j | j = 1 : n × K } obtained by
target templatesX = {Xi |i = 1 : n}, where âim ∈ R

K×1

denotes the mth segment of the coefficients âi . Then these
âim are weighted by:

Zi =
n∑

m=1

âim, i = 1, 2, ..., K , (5)

where vector Zi corresponds to the i th local patch. After
obtaining Zi , each local patch at a certain position of one can-
didate is represented by sparse codes at different positions of

123



C. Xie et al.

Fig. 1 Flowchart of
patch-based local sparse
appearance model

the dictionary D. The local appearance variation of a patch
can be described by the sparse codes at the same positions
of the dictionary D. Therefore, in [10] an alignment-pooling
method was proposed by taking the diagonal elements of
the square matrix Z as pooled feature, i.e., F = diag(Z),
where F represents the vector composed of the pooled fea-
tures of target candidate and indicates local appearance vari-
ation between target and templates based on the locations of
structural image patch by the dictionary D. The flowchart of
patch-based local sparse appearance model is shown in Fig. 1.

3.3 Multi-scale patch appearance model by sparse
representation

Although the proposed patch-based local sparse appearance
model with alignment-pooling process can capture both par-
tial information and spatial information, patch scale, or called
patch size, will greatly influence the tracking performance.
To get rid of the impact of patch size, the problem is solved
by fusing the pooled features of multi-scale patch adaptively,
and therefore it can not only be free of the scale selection
problem but also exploit the complementary partial and spa-
tial information across different scales to improve tracking
results.

In our algorithm, we model the appearance of target
patches with different patch sizes and the corresponding
sparse coefficients are collected to represent target patches.
A set of overlapped local image patches inside the target
region with a spatial layout is obtained by sliding win-
dow with different sizes to sample image patches. A sam-
ple rectangle inside the target region is specified by R =
(w, h, s, r, α), where w and h are the width of the tar-
get image and the height of the target image, respectively,
s denotes scale, r is patch scale or called patch size and
0◦ ≤ α ≤ 360◦. These local patches are used for dictionary
Ds = {ds

j | j = 1 : n × K , s = 1, 2, ..., L , r = 2 × s + 2},
where ds

j ∈ R
ds

is the j th column for representing a vector-

ized image patch, ds is the dimensionality of image patches,
K is the number of local image patches under scale s and L
is the number of different scales (L is set to 7 in this work),
Seven scales with patch sizes 4 × 4, 6 × 6, 8 × 8, 10 ×
10, 12 × 12, 14 × 14 and 16 × 16 are used here.

Let Ps = {ps
i |i = 1 : K , s = 1, 2, ..., L.} be the vector-

ized image patches extracted from a target candidate under
different patch scales, where ps

i is the i th local image patch
under patch scale s. With the dictionary Ds , each ps

i will have
a corresponding vector composed of reconstruction coeffi-
cients αs

i ∈ R
(n×K )×1, which is computed by:

âs
i = arg min

∥∥αs
i

∥∥
1 subject to

∥∥ps
i − Dsαs

i

∥∥
2 < ε. (6)

When the sparse codes Bs = [âs
1, âs

2, ..., âs
K ] of one can-

didate are computed under different patch scales, they are
used to represent the candidate. To represent each local patch
at a certain position of the candidate, the pooled feature is
redefined as:

Zs
i = ωs

n∑

m=1

âs
im , i = 1, 2, ..., Ks, (7)

where âs
im ∈ R

K×1 denotes the mth segment of the coef-
ficients âs

i , C is a normalization term and vector Zs
i corre-

sponds to the i-th local patch on scale s. All the Zs
i of local

patches form a square matrix Zs and then the vector of pooled
feature can be obtained by Fs = diag(Zs) , s = 1, 2, ..., L
under scale s. Moreover, ωs is the weight of pooled features
and indicates that the larger the weight the more important
the pooled features are. When the tracked objects undergo
appearance deformation or partial occlusion, the image
patches that are not occluded or deformed can still be repre-
sented with small reconstruction error, whereas the occluded
or deformed patches have large reconstruction error. In this
paper we develop a strategy to assign weights for different
scales adaptively, by reconstruction errors using sparse rep-
resentation. Let Os denote a descriptor of deformation of
the corresponding local patch under scale s. It is defined by
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Fig. 2 Flowchart of multi-scale
patch-based appearance model

Os
i =

{
1 es

i ≥ e0

0 otherwise
, where es

i = ‖ps
i − Dsâs

i ‖2
2 is the

reconstruction error of the local patch ps
i under patch scale

s and e0 is a threshold which indicates whether the patch in
one candidate target is deformed or not. The weight of pooled
features under scale s is defined by:

ωs = 1 − βs, βs =
K∑

i=1

Os
i

/
K , (8)

where ωs is the weight associated with the pooled features
of different scales, K is the number of local image patches
and

∑K
i=1 Os

i is the number of local image patches that are
occluded or deformed for one candidate under scale s and
βs denotes the deformation ratio of the target under differ-
ent scales. In this case, the larger the value of βs is, the more
heavy the target will be deformed or occluded and the smaller
the weight ωs is thereby assigned for combination. The flow-
chart of multi-scale patch-based appearance model is shown
as Fig. 2.

4 Two-step object tracking method with particle
filtering

4.1 Particle filtering

Particle filter [33,34] provided a convenient framework for
estimating and propagating the posterior probability density
functions of state variables. In this paper, to form a robust
tracking algorithm, a multi-scale patch similarity is embed-
ded into the particle filter framework. Given observations of
the target up to time t, y1:t = {y1, ..., yt }, the current target
state st can be estimated by maximizing a posterior (MAP)
that associates with the highest likelihood:

st = arg max
st

p (st |y1:t ) , (9)

where p(st |y1:t ) is the posterior probability and is recursively
computed as

p (st |y1:t ) ∝ p (yt |st )

∫

st−1

p
(
st

∣∣st−1
)

p
(
st−1

∣∣y1:t−1
)

dst−1,

(10)

where p(yt |st ) is the observation model or likelihood func-
tion that estimates the likelihood of the state st , given an
observation yt and p(st |st−1) is the motion model that pre-
dicts the current state given the previous state.

Here, similar to [5], an affine image warping is applied to
model target motion of two consecutive frames. Let st =
(l1, l2, μ1, μ2, μ3, μ4) be the parameter vector for affine
transformation, where μ1, μ2, μ3, μ4 are the deformation
parameters which represent rotation angle, scale, aspect ratio
and skew direction at time t , respectively, and l1, l2 are 2D
position parameters. The transformation of each parameter is
independently represented by a scalar Gaussian distribution
around their previous statest−1. Then the motion model is
obtained by a Gaussian distribution as follows:

p (st |st−1 ) = N(st ; st−1, N ), (11)

where N(·) is the Gaussian distribution and N is the covari-
ance matrix. Therefore, the observation model p(yt |st ) can
be defined by

p (yt |st ) ∝
L∑

s

K∑

i

Fs
i , (12)

where the right side of the equation denotes the similarity
between the candidate and the target based on the pooled
feature Fs

i defined in Eq. (7).
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4.2 Two-step object tracking

As we know, the ground truth plays a key in determining
whether a new tracking result is effective during the tracking
process. Since there is no ground truth available in practi-
cal applications, noise inevitably occurs when updating the
observation model with multi-scale dictionary in this work.
It could degrade the linear representation of the target patch
by the multi-scale dictionary, thereby causing tracking drift
gradually. To solve the problem, a novel two-step algorithm
is proposed involving the use of dynamical appearance model
and static appearance model based on multi-scale patch. The
dynamical model is represented by sparse coefficients of dif-
ferent scales and is updated online by the multi-scale dic-
tionary, while the static one is represented by sparse coef-
ficients under different scales with dictionary from the first
frames. Thus, a dynamical likelihood function and a static
likelihood function can be respectively constructed by the
two models using Eqs. (7) and (12). A similar strategy has

also been successfully applied in the reduction of tracking
drift [12].

In practical cases, the ground truth is the region of labeled
target image in the first frames. Initially, we construct a sta-
tic appearance model involving static dictionary Ds

0 based on
different scale patches and it is used to compute the static like-
lihood function in the second step. At time t , target candidate
positions are estimated using dynamical likelihood function
involving the online updated dictionary Ds

t within particle fil-
tering framework. Subsequently, with the static appearance
model involving static dictionary Ds

0, each image patch ps
i of

the estimated tracking result, based on different scale s, will
have a corresponding vector of reconstruction coefficients
αs

i , which is computed by:

âs
i = arg min

∥∥αs
i

∥∥
1 subject to

∥∥ps
i − Ds

0α
s
i

∥∥
2 < ε. (13)

Finally, sparse coefficients αs
i are used to compute the static

likelihood function by Eqs. (7) and (12) and the final target
position is determined by the static likelihood function. In

Fig. 3 Flowchart of the
proposed two-step tracking
algorithm

The first video frame

Initialize the object in the first some 
frames and crop out a set of image 
patches with different patch sizes

Construct a static dictionary  with 
different scales.

Compute the vector of the pooled features  
with the static dictionary and static likelihood 

function of multi-scale patch

The video frames from 2 to N

Compute the vector of the pooled 
features and adaptive likelihood 

function of multi-scale patch. 

Estimate the initial target state  using 
the adaptive likelihood function with 

particle filter.

Update the dictionary  with the 
final tracking result  under 

different scales.

One-step tracker

Two-step tracker using static likelihood 
function with the initial estimate

Sample candidates 
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a conclusion, in the proposed two-step tracking strategy, the
first stage can capture very large appearance changes and
create a number of candidate positions by dynamical likeli-
hood function with particle filter; the second stage selects the
best candidate position and ensures the final tracking result
as similar to the ground truth obtained in the first frames
by static likelihood function. The flowchart of the proposed
two-step tracking algorithm is shown as Fig. 3.

4.3 Update scheme

The appearance of an object may be changed drastically
while undergoing significant pose change, illumination vari-

ation or partial occlusion in the tracking process. To reflect
the changes, online updated dictionary Ds is applied in the
dynamical appearance model every five frames. When the
tracking result at time t is obtained, the corresponding target
observation Ps = {ps

i |i = 1 : K , s = 1, 2, ..., L} is used to
update Ds with the consideration of reconstruction error of
the local patch. The dictionary Ds under scale s is updated by
Ds = {ps

j | j = (n − l) × K : (n − l + 1) × K , s = 1, 2, ...,

L , r = 2 × s + 2} when βs > 0.5, where l is a random
number with 0 < l < n.

The proposed tracking algorithm is summarized in Algo-
rithm 1.
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Table 1 The tracking sequences used in our experiments

Video name Number of frames Main challenges

Woman 550 Partial occlusion, pose change

Shop2cor 350 Heavy occlusion, pose change

Faceocc2 814 Partial occlusion, in-plane pose change

David 462 Illumination variation, in-plane/out-of-plane pose change, partial occlusion

Dylv 1,344 In-plane/out-of-plane pose change, fast motion, illumination change

Dirl 502 Partial occlusion, fast motion, in-plane change, moving camera

Lemming 1,336 Heavy occlusion, very fast motion, in-plane/out-of-plane pose change

Box 1,161 Heavy occlusion, very fast motion, pose change

5 Experiments

To investigate the performance of our proposed method,
experiments on eight publicly available video sequences are
conducted involving the challenges of partial or significant
occlusion, camera moving, pose and illumination changes
and so on. The details of the selected video sequences are
listed in Table 1. Also, five state-of-the-art trackers are tested
on the same sequences, including incremental visual track-
ing (IVT tracker) [15], L1 tracking (L1 tracker) [5], adap-
tive structural local sparse appearance model (ASLSAM
tracker) [10], partial least squares analysis (PLS tracker)
[12] and partial real-time compressive tracking (CT tracker)
[35]. For fair comparison, all of them were experimented
on the same dynamic model and the same particles (300
particles per frame in this work) and used the same initial-
ized target locations in theses video sequences. The tracking
videos, MATLAB codes and data sets can be respectively
found from URLs [36–38]. Seven scales with patch sizes
4×4, 6×6, 8×8, 10×10, 12×12, 14×14 and 16×16 are
used in our work and the size of the sampled image patch is set
to 32×32. Moreover, all of these experiments are conducted
using a MATLAB implementation on a 2.5 GHz machine
with 4 GB RAM.

For this method, the computational complexity is dom-
inated by sparse approximation for representing the target.
The Orthogonal Matching Pursuit (OMP) [39] is applied for
seeking the sparsest linear combination efficiently. The com-
putational cost of OMP is much less than that of the �1-norm
minimization with standard convex programming for sparse
representation problems. By using the OMP to search for
sparse coefficients, neglecting the cost of least-square steps,
each image patch can be found in O(nK ds) operations under
scale s, which thereby costs O(nK 2ds) operations for the
whole sparse coding stage. Statistically, our algorithm runs
at around 5 s per frame and the IVT, L1, ASLSAM, PLS
and CT trackers spend about 0.5, 10, 1.5, 1.2 and 0.8 s per
frame, respectively. The most time consuming part of our
tracker is the computation of sparse coefficients using the

dictionary under different scales. Therefore, it is possible
that the efficiency of our method could be further increased
by reducing the data dimension via feature extraction such
as k-means cluster and principal component analysis (PCA)
[15], replacing the � 1-minimization in this work by block
orthogonal matching pursuit (BOMP) [8]. In addition, the
number of different scales is a trade-off between computa-
tional efficiency and effectiveness of modeling target appear-
ance changes. To further reduce the computational load of
sparse coefficients under different scales, a limited number
of scales (e.g., 4 × 4, 8 × 8, 12 × 12, or 16 × 16) could be
adopted for object representation, in which scales are insen-
sitive to rotation, scale variation and complex background in
reality. For qualitative analysis, some representative frames
are selected to show the evaluation comparison of our tracker
and the others.

5.1 Qualitative analysis

To make methods more robust and efficient, the initial val-
ues of l1, l2will be set to be larger when the target location
change is very obvious between two consecutive frames, such
as cases in the sequence “lemming” and vice verse. The
initial of μ1 will be set to a larger value when the tracked
targets encounter greater rotation between two consecutive
frames, such as cases in the sequence “david” and “girl”
and vice verse. The initial values of μ2, μ3 will be smaller
when the tracked targets undergo smaller-scale and aspect
ratio change during the tracking process and vice verse. Sim-
ilarly, the initial value of μ4 is smaller when the tracked
targets undergo smaller skew direction change during the
tracking process and vice verse. Therefore, for the sequences
“Woman”, “Shop2cor”, “faceocc2”, “david”, “sylv” “girl”,
“lemming” and “box”, the variances of affine parameters
s1 are set to (4, 4, 0.01, 0, 0, 0), (4, 4, 0.01, 0, 0.001, 0),
(4, 4, 0.02, 0, 0.001, 0), (3, 3, 0.02, 0, 0.01, 0), (10, 10,
0.005, 0, 0.001, 0), (10, 10, 0.002, 0, 0.001, 0), (10, 10, 0.02,
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Fig. 4 Screenshots of tracking
comparison of our tracker
(yellow box) with L1 tracker
(red box), IVT tracker (mulberry
box), CT tracker (green box),
PLS tracker (blue box) and
ASLSAM tracker (cyan box),
highlighting instances of partial
occlusion, illumination
variation, heavy occlusion, fast
motion, in-plane/out-of-plane
pose change and moving camera
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Fig. 4 continued
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Fig. 4 continued

0, 0.02, 0), (10, 10, 0.02, 0, 0.02, 0), respectively, in this
experiment.

As seen in Fig. 4a, our tracker and the ASLSAM tracker
show competitive performance for the whole sequence
frames compared with L1, IVT, PLS and CT trackers. How-
ever, the target starts to drift in frames 81 and 132 by the
L1 and IVT tracker. Except for our tracker and ASLSAM
tracker, other four trackers fail in capturing target in frames
199, 313 and 493. As illustrated in Fig. 4b, our tracker per-
forms the same with the ASLSAM and PLS trackers and
can track the man successfully for the whole sequence,
while CT tracker appears to target drifting in frame 79
and the L1 and IVT trackers totally lose the target from
the beginning of the frame 100. As illustrated in Fig. 4c,
all of them can track the target successfully for the whole
sequence, while PLS tracker appears to target drifting in

frames 490, 654 and 802. From Fig. 4d, L1 tracker loses
the target from the early frames of the sequence due to a
sudden illumination variation. Tackers of PLS, IVT and CT
cannot track the target and drift from the target area in
frames 203, 284 and 458. In Fig. 4e, L1 tracker fails to
track the target after frame 440 and, PLS and ASLSAM
trackers also miss the target in frame 634 and 755. Sur-
prisingly, both our tracker and the IVT tracker yield sat-
isfactory performance. As shown in Fig. 4f, our tracker
achieves the best performance during the whole sequence.
Moreover, L1, PLS and ASLSAM trackers perform good,
while IVT and CT trackers drift away from the target
area in frames 234, 334, 377 and 443. From Fig. 4g, L1,
IVT and PLS drift away from the target area very quickly
because of too much fast motion of the target, while the
CT tracker and ASLSAM tracker fail in target tracking in
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Fig. 5 Center location error
plots for our tracker, L1 tracker,
IVT tracker, CT tracker, PLS
tracker and ASLSAM tracker
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Fig. 6 Pascal score plots for
our tracker and the other five
trackers
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Table 2 Center location errors (pixel) of our tracker with L1, IVT, CT, PLS and ASLSAM trackers

Video name L1 tracker IVT tracker CT tracker PLS tracker ASLSAM tracker Our tracker

Woman 142.5 119.6 109.1 137.9 3.3 2.0

Shop2cor 23.5 65.8 50.7 2.9 2.6 2.7

Girl 12.9 35.5 23.9 15.3 13.2 13.3

Sylv 91.9 36.4 19.6 16.3 31.6 8.8

David 75.4 20.5 15.3 63.9 6.6 5.0

Faceocc2 14.6 14.9 13.8 15.4 6.1 5.1

Lemming 280.9 183.9 40.4 241.4 95.3 30

Box 209.1 152.5 18.7 137.3 134.2 8.3

Overall center location errors 850.8 629.1 291.5 630.4 293.1 75.2

Bold number indicates the best performance; italicized number indicates the second best tracker for each sequence

Table 3 Pascal scores of our tracker and the other compared trackers demonstrate the success rate of the successfully tracked frames for each
sequence

Video name L1 tracker (%) IVT tracker (%) CT tracker (%) PLS tracker (%) ASLSAM tracker (%) Our tracker (%)

Woman 16.7 13.1 21.5 18 79.5 87.8

Shop2cor 42.9 21.4 22.9 100 98.6 98.6

Girl 98 44.6 77.2 89.1 98 99

Sylv 30.9 52 61 59.5 52 84.7

David 20.4 46.2 82.8 25.8 72 97.8

Faceocc2 92 91.4 92 74.2 96.9 92

Lemming 5.2 6 66.8 4.9 26.5 66.5

Box 3 13.3 73.4 26.6 32.2 93.4

Average Pascal score 38.7 36.1 59.5 49.8 69.5 89.9

For each sequence, bold number indicates the best performance; italicized number indicates the second best tracker

frame 552. Our tracker can track the target well in the whole
sequence. In Fig. 4h, we found that the L1 tracker and IVT
tracker fail to track the target after frame 155 due to its
very fast motion. The ASLSAM tracker and PLS tracker
also fail in frames 341, 440, 896 and 1161. Comparatively,
our tracker and the CT tracker perform well in the whole
sequence.

5.2 Quantitative analysis

Two criteria are used to quantitatively evaluate the perfor-
mance of our proposed tracker. Center location error mea-
sures the Euclidean distance between the central position of
the tracking result and that of the manually labeled ground
truth. In our experiments, the ground truth centers of the
objects in woman, Shop2cor, faceocc2, david, sylv, girl, lem-
ming and box video clips for every five frames are provided
by [10] and [38]. Similarly to [40], the success rate is the sec-
ond criterion that indicates the number of successful tracked
frames and is defined as:

Pascal score = BR ∩ BT

BR ∪ BT
, (14)

where BR and BT are the tracked bounding box and the
ground truth bounding box, respectively. It is defined that a
tracking result in one frame is considered as a success when
the Pascal score is above 0.5. Figures 5 and 6 illustrate the
comparison of our tracker with L1, IVT, ASLSAM, CT and
PLS trackers with respect to the two criteria, and the corre-
sponding center location errors and Pascal scores are listed
in Tables 2 and 3, respectively. Experimental results showed
that our proposed tracking algorithm outperforms the others
on the “Woman”, “sylv”, “david”, “faceocc2”, “lemming”
and “box” sequences. As shown in Table 2, our method has
the lowest overall center location errors, implying that it is
more robust than the other five trackers. From Table 3, we
also observe that our tracker achieves the highest success rate
compared with the other five trackers except for the cases of
“Shop2cor”, “faceocc2” and “lemming” sequences. More-
over, our tracker achieves an average score of 89.9 %, which
indicates that it Wednesday, August 13, 2014 at 9:52 amis of
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Fig. 7 Center location error and Pascal score comparison on the “Woman” and “box” sequences for different scales

the highest success rate than the other trackers in the eight
experiments.

5.3 Case studies of tracking under different scales

Figure 7 demonstrates the comparison of center location error
and success rate on “Woman” and “box” video sequences
under different patch sizes. Four scales with the patch
size 4 × 4, 8 × 8, 12 × 12 and 16 × 16 are tested here.
From Fig. 7, different patch sizes yield different results
on the “Woman” and “box” sequences and the patch size
is sensitive for the tracking scenarios. However, our multi-
scale patch-based tracker performs more robustly than those
with single-scale patch because of the fact that patches
on different scales contain complementary information for
tracking.

5.4 Two-step tracking analysis

To further demonstrate the power of our two-step strategy
for target tracking, a one-step tracker is constructed with the

online updated dictionary and the evaluation on the eight
video sequences is implemented. Figure 8 shows the suc-
cess rate comparison of the one-step tracker and the two-step
tracker on the eight video sequences. From Fig. 8, we found
that our two-step tracker performs more robustly in success
rate than the one-step tracker, which lacks static appearance
model. In summary, for the two-step tracking strategy, the
first stage can avoid the local minimum problem effectively
and capture very large appearance change between two con-
secutive frames; the second stage can ensure the final track-
ing result as similar to the ground truth since it integrates the
ground truth information from the first frame.

6 Conclusion

To track visual object undergoing various appearance changes,
in this paper we propose a novel, robust and dynami-
cal approach with the design of appearance model, i.e.,
multi-scale patch-based sparse representation. Since patch
size greatly influences the final tracking result, different
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Fig. 8 Pascal score comparison of the one-step tracker (without the static appearance model) with the two-step tracker (with the static appearance
model) on eight video sequences

from traditional local sparse representation model with fixed
patch size, this work adopts multiple patch sizes and then
uses sparse coefficients of multi-scale patches to define
a dynamical likelihood function by the alignment-pooling
method. Finally, the dynamical likelihood function is embed-
ded into a Bayesian inference framework for the estima-
tion of the initial object state in consecutive frames. To
reduce tracking drift, with the initial object state, a sta-
tic likelihood function under different scales is integrated
into Bayesian inference framework again for obtaining the
final tracking result. Experiments on some challenging video
sequences show that our proposed tracker achieves state-
of-the-art performance in both qualitative and quantitative
respects.
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