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When kernel methods are applied to detect the defection, there is a need to select the
training samples, because kernel methods are based on the statistical learning theory. To
extract the defects, the pre-image is calculated. In this paper, a sampling algorithm based
on the alignment is designed to improve the calculation efficiency, where kernel alignment
can measure the similarity between different kernel functions and matrices. A local linear
algorithm is proposed to calculate the pre-image. When obtain the 0-1 difference image,
an algorithm is designed to determine whether there are defects. An algorithm is designed
to calculate the center coordinates and the areas of defects in the 0-1 image. Using this
method, the accuracy of detection can be improved, because the method can remove the
effect from recovery errors. When using the algorithms on a data set of printing products,
the experiment results show that the detection results are more accurately than using the
difference matrix.

Keywords: Alignment; kernel principal component analysis; pre-image; defect inspection;

sampling algorithm.

1. Introduction

Notes as the most important commodity
exchange media require very high printing qual-
ity. At present, there are two ways to detect the
printing quality, including step by step inspect
and finished products detection. Machine vision

is one of the most effective detection technol-
ogy to replace the eye, and has been successfully
applied to the products inspection. The com-
plex printing process often make the notes with
difference, such as mechanical noise, the paper
deformation, displacement for separate printing
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of offset and gravure print, etc. The noise
brought great difficulty to the image processing
in vision inspection.

Although the notes from the same printing
template, affected by the noise, there are great
changes among them. The images from the cam-
era have bigger difference at pixel level. There
are rarely identical images even from the same
camera. Kernel machine learning method is a
kind of machine intelligence algorithm, which is
based on the statistical learning theory and arti-
ficial intelligence. Compared with other meth-
ods in machine learning, the methods can more
effectively reveal the appropriate causal rela-
tionship among data of production through a
nonlinear mapping. This make kernel methods
a kind of high-profile machine intelligence algo-
rithm. In the production processes, products are
affected by various factors, so the characters of
different examples follow a nonlinear distribu-
tion, which becomes a non-negligible barrier to
the products’ defect detection. Kernel methods
are especially suitable for dealing with such kind
of problems because of its nonlinear nature.

Kernel matrix plays an important role in ker-
nel methods [Scholkopf et al., 1997]. The kernel
matrix contains all of the topology information
included in the training sample set, which
inspired us to select the significant samples out
of a large data set by the kernel matrix. A
good training sample set can greatly improve the
learning efficiency. Therefore, a variety of sam-
ple selection algorithms have been developed.
In 1968, Hart proposed the condensed nearest
neighbor rule (CNN rule) to select the training
subset [Hart, 1968], which plays an important
role in selecting the boundary samples. In 1979,
Gowda and Krishna improved the CNN rule
using the mutual nearest neighborhood [Gowda
and Krishna, 1979]. And in 2005, Angiulli gave
the fast condensed nearest neighbor rule (FCNN
rule) for computing a training subset [Angiulli,
2005]. In 2002, a nonparametric data reduction
method was designed by selecting a small rep-
resentative subset from a very large data set
[Mitra et al., 2002]. In 2007, the subspace sam-
ple selection algorithm was introduced, which
was confirmed more effective for the SVMs on
face recognition [Jiang et al., 2007]. And in 2007,
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Zhang utilized the selection method for speeding
up the feature extraction [Xu et al., 2007].

Kernel methods as nonlinear techniques can
be used for image processing, which are effec-
tive in image de-noising and visualization of high
dimensional data [Yu et al., 2002; Shi, 2012]. In
printing industry, the reconstruction of image
is required to detect the defects. The defects
can be obtained using the difference between the
pre-image and the original image. So the defects
detection efficiency is dependent on the effect
of the reconstruction. Calculating the pre-image
problem based on the kernel PCA is valuable.
Many researchers have done lots of important
contributions to the pre-image problem.

In the process of defect detection, an impor-
tant step is the recognition of real defects from
the 0-1 value image, and the calculation of the
position and size of defects. In this paper, we
take advantage of the excellent performance of
kernel alignment to select the optimal training
sample set. And use the designed algorithm to
calculate the pre-image. The real defect’s posi-
tion and size is calculated by algorithm 2. The
experimental results show that the algorithm
2 can remove the errors from the pre-image
algorithm.

2. Sampling Algorithm

In the statistical learning theory, the similarity
measurement plays an important role [Vongehr
et al., 2011]. Usually, the distance is used to mea-
sure the similarity between the samples. In a
large sample set, usually there are many redun-
dant samples. One purpose of sampling is to
remove these redundant samples, in order to
reduce the storage space and the computational
time complexity and simultaneously to improve
the calculation accuracy. The selected sample
set must be capable to best represent the dis-
tribution of the whole sample set.

A color image can be expressed as a three-
dimensional matrix I € RP*9%3. Rewrite the
matrix I as x € R", where z(pq(l — 1) + p(j —
1)+Z) :I(i’]7l)7 Z = 1’27""p’ ] = 1’27""(]’
n = 3pq. In kernel methods, N images X =
{x1,29,...,xNy} constitute the training sam-
ple set.
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Kernels k1 and ko are positive semi-definite
and symmetrical (PDS). The kernel alignment
can be written as [Cristianini et al., 2002]

(K1, K2)F
VK1, K1) p(Ka, Ko)F
where K1,Ky € RN*N denote the kernel
matrices, Ki(i,7) = ki(x;,x;) and Ka(i,j) =

ko(xi,x;). And the inner product between
matrices is defined by

Ay(K1, K3) = (1)

N
(K1, Ko)p =Y k(s a)ka (2, )
ij=1

= trace( K| Ks).

It is obvious that alignment Ag (K, Ks) €
[—1,1], particularly Ag(K;,K>) € [0,1] when
Ky, Ky > 0.
In this paper, we take the alignment (1) as
the measurement to select the training samples.
In this section, we design the sampling algo-
rithm 1 based on the alignment in Table 1.

3. Kernel Methods and
Pre-Image Problem

In 1997, Scholkopf et al. used the KPCA for fea-
ture extraction [Scholkopf et al., 1997], and then
applied the method to image de-noising in 1999
[Mika et al., 1999]. Giving the sample set S and
kernel k, the inner corresponding to the nonlin-
ear mapping ¢(z) is defined as

k(z,z%) = (¢(2), d(7)). (2)

Nonlinear principal components

N
Vi = Za§¢($i) (3)
i=1

can be calculated using the kernel trick, where
vector o = [af,af, ..., ok is the kth eigenvec-
tor of kernel matrix K. Using the eigenvectors,

the linear projection

AL (4)
i=1

can be calculated in feature space, where the kth
coefficient (B = (¢(x), Vi) = Zfil aFk(z, xp).
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Table 1. A sampling algorithm based on alignment.

Algorithm 1: Sampling algorithm based on alignment

X = {x1,%x2,...,xpm} C RM, kernel k,
0(d € (0,1)), selection number N

Input:

1 Dy € RM*M [Dy]; i) = (x3—x5)' (x;—%;),
ij=12....M
let Label = zeros(M, 1)
find @4 (1), z4(2) = arg max(Dz),
let S = [‘rt(l) It(2)}’
Label(¢(2)
Label(t(?)

1) =
2) =
71)

) =1,
)=1
2 Dga(1,
Dgo(1,
Dga(2
Dg2(2,2) =

3 if length (Label == 0) #
go to step

else
go to output

4 Sn=5n+1, Ko =k(Dg3), nn =0,
Ny = length(find(Label == 0))
let XO = {xkl7wk2’ cee 7$k‘N0}

5 forp=1:85y
forg=1: Ny
Dis — Da(S(x4(p) — Tigq))
Kpq :<]§<(D1t<5) :
_ 0,2 pg/F
AP0 = R Ko (Kpa Kol
end
end

6 [r1,cl] = find(A > 1 —-9)
Label(cl) = —1,
A(;,cl) =1
7 A.sum = Sum(A),
[r2, 2] = find(Asum == min(Asum))
Label(ke2) =1, S =[S Tpea), Sn=5Sn +1
S, Label

ot o
g
&
n
A
=

Output:

For an unseen test sample x, the pre-image
can be obtained by solving the following opti-
mization problem:

Minimize [|$(2) — Pnd(2)]- (5)

To tackle the blurring of pre-image, we adopt
the local linear image restoration algorithm [Tan
et al., 2012]. The optimization problem (5) is
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rewritten as

Minimize p(t1,to,. .., )

i 2
= H¢ <Z twk(i)) — Pno(z)|| . (6)
i=1
where z;)(i = 1,2,...,k) are the k nearest

neighbors which are determined by calculating
the distances in feature space. The optimal solu-
tion z* = Zle t; Tx(;) can be obtained by solv-
ing problem (6).

When the kernel k is a Gaussian function,
the solution to optimization problem (6) can be
achieved by the following iterative formula:

-1

'tl‘ '(xl)/xl (1’1)/1’2 (xl)/xk'
to (SEQ)/."El (1‘2)/1‘2 (xz)/xk
_tk_ _(xk)/xl (xk)/mj (xk)/xk_
(282 (2') 2o (1) 2N
(22)'z1 (2% 22 (22) N
X . . .
(%) 2y (k) 2o (zF)zn
_51/ Zévzl B
B2/ Yie Be
X : : (7)
_5N/ Zévzl ﬁé_

where coefficients 8y = wgk(Zle tixt, ), (¢
L2,... 7N)7 We = Z?‘:l 27{\;1 agk(x,xi)ozé, (6
1,2,...,N), eigenvectors o'(i = 1,...,N
are corresponding to the eigenvalues \;(i
1,2,...,N) of matrix K.

In the numerical experiments, both the two
algorithms will be used to evaluate the effective-
ness of our sampling algorithm.

For convenience, we note Eq. (7) as

~—

T=((X")x5" (XX B, (8
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where vector B = [ﬂ1/2é\7:1 Be, B2/ 25:1 Be,
., 0N/ Zévzl B¢)’. The Jacobi matrix of nonlin-
ear iterative algorithm can be calculated as

JT — ((Xk)/Xk)—l(Xk)/X

1
| —A(X — XPte) XF
[02 Zévzl Be ( )
1
- A((X — XFt)Be) X*|,
25N )2 (( )Be)

(9)
where e = [1,1,...,1] with 1 x N entries, § =

[ﬁlaﬂQv"'aﬁN]/at:[tlatQa"-atk]/ and
Br 0 0
A=|fo -~ o | (10)
0 0 By

According to local convergence theorem [Le-
Veque, 1994], if the spectral radius p(Jp) of
Jacobi matrix Jp is less than 1, the nonlinear
iteration algorithm is local convergent. So we
can take a large enough o so that p(Jr) < 1.

4. Detection Algorithm Based
on Clustering

Affected by the light, the machining accuracy
and the printing precision, difference often exists
between collected images. In Fig. 1, images (a)
and (b) are from the training set, and (c) shows
the difference image, where (c)=255-abs((a)-
(b)). In the detection process, to remove these
factors impact on the test results, design the fol-
lowing algorithm.

For the new sample x, the pre-image z is cal-
culated by the methods in Sec. 3. And using the
simple threshold segmentation algorithm with
abs(z—z), we can get the 0-1 image I1. In the
following algorithm, take the image I1 as input
in Table 2.

(a)

Fig. 1.

The difference between images in training set.
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Table 2.  An algorithm for the defect location.

Algorithm 2: Defect location algorithm

Input: I1, threshold
1. [H,L]=find(I1==1);
. Cord(1,:) =H;
. Cord(2,:) =L;
T2 = Cord’*Cord;
T1 = ones(length(H));
D2 = T1*diag(diag(T2))+diag(diag(T2))*T1-2.*T2;
T2=};
- Ti=[);
9. Cord(3,:) =1:length(H);
10. for i = 1:length(H)
11.  for j =i+ 1:length(H)

0 NS e W

12. if D2(4,7) <=2

13. Cord(3, j) = Cord(3,i);
14. end

15.  end

16. end

17. ClusterNum =0;
18. for i = 1:length(H)
19.  if length(find(Cord(3,:)== i)) > threshold

20. ClusterNum = ClusterNum + 1;

21. ss = find(Cord(3,:)==1);

22. Cluster(1,ClusterNum) = mean(H(ss));
23. Cluster(2,ClusterNum) = mean(L(ss));
24.  end

25. end

Output: ClusterNum, Cluster,

5. Experimental Result

To verify the algorithm’s effectiveness, we evalu-
ated the algorithm on a data set. The images are
from a particular printing note in the data set.
The printing process of tickets used in the exper-
iments includes offset and intaglio printing. The
two channels make up the pixels and hence there
are great differences between two samples, which
bring much trouble into the defect detection.

When using the template matching to detect
the samples, a large number of good samples are
mistaken as the defective ones, which leads to a
lot of waste. To avoid this problem, KPCA is
adopted to solve the nonlinear changing caused
by the offset and intaglio printing.

In the experiments, the samples are all the
color images with three RGB channels. In Fig. 7,
we show part of the samples using in the exper-
iments. The image size of the data set is 64 x
64 x 3. We first select 200 samples out from large
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sample set include 724 samples by the sampling
algorithm based on the alignment.

Figure 2 shows the result of three-
dimensional visualization to the three data sets
by the MVU method. And Fig. 3 shows the dis-
tributions of the spectrum to the kernel matrix
used in the MVU method. From Fig. 3, we can
find that the distribution of samples can be visu-
alized in a three-dimensional space. From Fig. 2,
we can find that the sampling algorithm can uni-
formly choose the significant samples from the
large sample set. And the selected training set
can be approximated on behalf of large sample
sets. In Fig. 4, we provide the simple diagram

2000 —
1500 H
1000 —

500 —

®
0—

-500 |

-1000

-1500 -

-2000 I T I I I 5000
3000 -2000  -1000 i 1000 2000 8000 O

Fig. 2. Three-dimensional MVU embedding of data

set II.

Percentage of principal components

) T e

5 6 7
SDE dimensionality

o
o
S

Fig. 3. Distribution of spectrums to the three data sets
I, IT and IIT in the MVU method.
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X pre-image
Extract

Output

features

i

—»{ Training set

Select
samples

Fig. 4. The diagram of second online detection by the
statistical learning methods.

5 Mearest Meighbors

k4 - k4 k4 k4 é k4 I_: k4 - k4 :_

the percentage of principal components

_4 1 1 1 1 1 1 1 1 1
0 2 4 6 8 10 12 14 16 18 20

the number of iterations

Fig. 5. Part results for defects detecting in data set II1.

for the second online detection by the statisti-
cal learning methods using the selected training
sample set in the printing process.

In Fig. 5, the changing of coefficients in
iterative process is showed with five nearest
neighbors. The results clearly indicate that the
convergence speed is very fast using the new
method taking the center point as the initial
value.

Figure 6 shows that the spectral radius of
Jacobi matrix Jp changes with the iterations.
From this we can find that the spectral radius
gradually become smaller with the iteration of
t. And the spectral radius meets p(Jr) < 1 after
a few iterations, which illustrates our pre-image
algorithm is the local convergence.

And we design some experiments according
to the inspection process. In order to verify the
efficiency of inspection algorithm, we first add
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Spectral radius of Jacobi matrix JT changes with the iteration

Spectral radius
= g el -
o [3%] o L] o E= (5] o
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0.5F B

1 1
0 2 4 6 8 10 12 14 16 18 20
Iterative numbers

Fig. 6. The average errors with different numbers of
training samples.

some noises to the known good samples, and
then calculate the pre-images by the iterative
formula (10) using the sampling algorithm based
on alignment. Figure 7 shows the samples added
noise in the first line (I), the pre-images calcu-
lated by the KPCA using the selected samples
in the second line (II), the binary images are
in the third line (III) and the defects images
are in the fourth line (IV). The binary images
are from the difference between the samples

1
I1

111

v

Fig. 7. The average errors with different numbers of
training samples.
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Fig. 8. Three-dimensional MVU embedding of data
set II.

added noise and the pre-images calculated by
the KPCA. From Fig. 7, we can find that the
defects detected usually contain many interfer-
ence components. Using algorithm 1, the inter-
ference components can be easily removed.

Figure 8 shows the clustering results to the
defects in the first image of line (IV) in Fig. 7.
Taking the threshold with 10, we can get the
four real defects.

6. Conclusion

This paper aims to introduce the kernel theory
into the “image of ultra high precision printing
defect automatic inspection” field. To improve
the capability of detecting defects with high pre-
cision and speed, on one hand, a sampling algo-
rithm is designed to select the optimal train-
ing set; on the other hand, an image restoration
algorithm is designed to calculate the pre-image,
take the pre-image as the template, which meet
the requirement of second verification for high
printing quality. The experimental results show
that, the proposed method can reduce the error
rate to a certain extent, and improve the accu-
racy of detection.
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