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#### Abstract

The nonlinear gyrokinetic equation with full electromagnetic potential perturbations is derived by using the two-step transform procedure. The second-order transformed Hamiltonian can be simplified as $\frac{1}{2} \delta A_{\|}^{2}$, instead of $\frac{1}{2} \delta \boldsymbol{A}^{2}$ in the long-wave-length limit. A numerical code based on the I-transform method is improved to compute the gyrocenter orbit in the TFTR tokamak with a ripple field, and the numerical results indicate that the collisionless stochastic diffusion criterion agrees well with the theoretical prediction. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4953544]


## I. INTRODUCTION

The turbulence transport is a very important topic in the tokamak transport research. The micro-instabilities related to turbulence are often investigated by using the nonlinear gyrokinetic (GK) theory ${ }^{1-8}$ and numerical GK simulations. ${ }^{9-17}$ In the modern gyrokinetic theory, ${ }^{4-8,18-24}$ the Lietransform perturbation method ${ }^{25-28}$ is used to decouple the gyrocenter (GY) motion from the gyromotion. Then, the kinetic equation can be reduced to the gyrokinetic equation, which is much easier to investigate the evolution of the tokamak plasma on the timescale longer than the gyro-period.

The Lie-transform is a very powerful systematic method to treat the perturbation problem. The GK equations based on the two-step transform developed by Hahm et al. ${ }^{6}$ have been widely used in the electromagnetic GK simulation. ${ }^{16,17,24}$ In Hahm's transform procedure, the $\delta A_{\|}$term is moved into the Hamiltonian part firstly, which makes all the perturbations appear in the Hamiltonian part and keep the transformed Poisson bracket formally same as the unperturbed (UP) one; then, the conventional transform, in which the gauge function $S_{n}$ is used to remove the gyroangledependent part of the physical quantities, is used to derive the nonlinear GK equation. And, the two-step transform has been applied to full electromagnetic potential perturbation in arbitrary field geometry to study the transport of the GK turbulence. ${ }^{20,24}$

Recently, the I-transform method has been developed to decouple the perturbation part of the motion from the unperturbed motion, which is useful in the kinetic and GK theory. ${ }^{19-21}$ The I-transform method has been used to make the transport analysis in the one-dimensional Vlasov-Poisson system. ${ }^{29}$ The code NLT based on the I-transform method is developed to compute the guiding-center (GC) orbit of particles in magnetic islands in a tokamak, ${ }^{24}$ and the results agree with the code GYCAVA, ${ }^{22}$ which is based on the conventional Lie-transform perturbation method. However, the perpendicular component of the magnetic potential

[^0]perturbation is not fully contained in the NLT code, which is related to the second-order transformed Hamiltonian.

Considering the particle motion in the ripple field, which is generated by the discreteness of toroidal field coils, one has to deal with the perpendicular magnetic vector potential perturbation. The well confinement of the fusion product alpha particles is an important condition to achieve ignition in tokamak fusion reactors. The ripple field causes enhancement of the loss of the alpha particles, devoting locally strong heat loads on the wall. Goldston, White, and Boozer (GWB) theoretically predicted a critical value of ripple field for collisionless stochastic diffusion in the thin banana approximation, ${ }^{30}$ which has been verified by Tani by using an orbit-following Monte-Carlo code. ${ }^{31}$ Simulation results are generally consistent with the GWB model. ${ }^{32-34}$ And, the stochastic ripple diffusion was observed experimentally by Boivin in TFTR. ${ }^{35}$

In this paper, the second-order transformed Hamiltonian is investigated in detail. The result shows that the main term of the second-order transformed Hamiltonian is $\frac{1}{2} \delta A_{\|}^{2}$ for any magnetic perturbation in the long-wave-length limit. The NLT code is improved based on the theory above to compute the GC orbit of particles in TFTR with a ripple field. The results are consistent with those computed by the code GYCAVA.

The remaining part of this paper is organized as follows. In Sec. II, we present the fundamental equations about Hamiltonian theory of the gyrocenter motion; in Sec. III, the GK equation based on the two-step transform procedure and the I-transform method is derived; in Sec. IV, the improved NLT code is used to compute the GC orbit in TFTR with the ripple field; in Sec. V, the main results are summarized.

## II. REVIEW OF THE FUNDAMENTALS

## A. Hamiltonian theory of the unperturbed guiding-center motion

We begin with the Hamiltonian theory of the GC motion in the unperturbed (UP) electromagnetic field. ${ }^{36-38}$ The UP fundamental one-form (the GC Lagrangian) is written in
terms of the noncanonical variables $Z^{i}=\left(\boldsymbol{X}, v_{\|}, \mu, \xi\right)$ as $\hat{\Gamma}_{0} \equiv \Gamma_{0}-H_{0} d t$; the UP symplectic part and the UP Hamiltonian are

$$
\begin{gather*}
\Gamma_{0} \equiv \Gamma_{0 i} d Z^{i}=\left(v_{\|} \boldsymbol{b}_{0}(\boldsymbol{X})+\boldsymbol{A}_{0}(\boldsymbol{X})\right) \cdot d \boldsymbol{X}+\mu d \xi  \tag{1a}\\
H_{0}\left(\boldsymbol{X}, v_{\|}, \mu\right)=\frac{1}{2} v_{\|}^{2}+\mu \boldsymbol{B}_{0} \tag{1b}
\end{gather*}
$$

where $\boldsymbol{X}$ is the GC position, $v_{\|}$is the parallel velocity, $\mu$ is the magnetic moment, $\xi$ is the gyroangle, respectively; $\boldsymbol{b}_{0}=\boldsymbol{B}_{0} / B_{0}$, with $\boldsymbol{B}_{0}=\nabla \times \boldsymbol{A}_{0}$ as the UP magnetic field. The problem with equilibrium scalar field $\phi_{0}$ has been discussed in Refs. 38-40. In this paper, we set the electrical charge and mass of particle to be unity for simplicity, and it is easy to restore the physical formulae by checking the units of the physical variables. The GC motion is determined by the symplectic structure and the Hamiltonian.

The Lagrange two-form is defined as $\omega \equiv d \Gamma$. The UP Lagrange two-form is written as $\hat{\omega}_{0} \equiv \omega_{0}-d H_{0} \wedge d t$, and

$$
\begin{equation*}
\omega_{0}=\frac{1}{2} \epsilon_{i j k} B_{0}^{* k} d X^{i} \wedge d X^{j}+b_{0 j} d v_{\|} \wedge d X^{j}+d \mu \wedge d \xi \tag{2}
\end{equation*}
$$

with $\boldsymbol{B}_{0}^{*}=\boldsymbol{B}_{0}+v_{\|} \nabla \times \boldsymbol{b}_{0}, d$ as the exterior differential, $\wedge$ as the exterior product, $\epsilon_{i j k}$ as the permutation tensor, and $b_{0 j}$ as the component of $\boldsymbol{b}_{0}$.

The UP equations of GC motion are

$$
\begin{equation*}
\dot{Z}_{0}^{i}=\left\{Z^{i}, H_{0}\right\}=\left\{Z^{i}, Z^{j}\right\} \partial_{j} H_{0} \equiv J_{0}^{i j} \partial_{j} H_{0} \tag{3}
\end{equation*}
$$

where $J_{0}^{i j}$ is the component of the UP Poisson matrix $J_{0}$ which is simply the inverse matrix of $\omega_{0}$. And, the non-zero components of $J_{0}$ are $J_{0}^{X i X^{j}}=-\frac{\epsilon^{i k} b_{0 k}}{B_{\| 0}^{*}}, J_{0}^{X^{i} v_{\|}}=-J_{0}^{v_{\|} X^{i}}=\frac{B_{0}^{* i}}{B_{\| 0}^{*}}, J_{0}^{\xi} \mu=-J_{0}^{\mu \xi}=1$, with $B_{\|}^{*}\left(\boldsymbol{X}, v_{\|}\right)=\boldsymbol{B}_{0}^{*} \cdot \boldsymbol{b}_{0}$ is the Jacobian of the GC phase space coordinate $\left(\boldsymbol{X}, v_{\|}, \mu, \xi\right)$. The UP GC Vlasov equation is

$$
\begin{equation*}
\partial_{t} F_{0}+\left\{F_{0}, H_{0}\right\}=0 \tag{4}
\end{equation*}
$$

And, its solution, the GC distribution function $F_{0}\left(\boldsymbol{X}, v_{\|}, \mu\right)$, is a constant of motion. ${ }^{18,41-43}$

## B. Lie-transform Hamiltonian perturbation method

In a perturbed Hamiltonian system with a parameter $\epsilon_{\delta}$, which denotes the ratio of the perturbations respect to the equilibrium quantities, the fundamental one-form $\hat{\Gamma} \equiv \Gamma$ $-H d t$ can be expanded in powers of the small parameter $\epsilon_{\delta}$

$$
\begin{gather*}
\hat{\Gamma}=\hat{\Gamma}_{0}+\hat{\Gamma}_{1}+\hat{\Gamma}_{2}+\cdots,  \tag{5a}\\
\Gamma=\Gamma_{0}(\boldsymbol{Z})+\Gamma_{1}(\boldsymbol{Z}, t)+\Gamma_{2}(\boldsymbol{Z}, t)+\cdots,  \tag{5b}\\
H=H_{0}(\boldsymbol{Z})+H_{1}(\boldsymbol{Z}, t)+H_{2}(\boldsymbol{Z}, t)+\cdots, \tag{5c}
\end{gather*}
$$

with $H_{1} / H_{0} \sim \epsilon_{\delta}, H_{2} / H_{0} \sim \epsilon_{\delta}^{2}$. Lie-transform is a method to simplify the equations of motion by transforming the coordinates $\boldsymbol{Z}$ to another coordinates $\overline{\boldsymbol{Z}}$. In the coordinates $\overline{\boldsymbol{Z}}$, the fundamental one-form $\bar{\Gamma} \equiv \bar{\Gamma}-\bar{H} d t$, same as $\hat{\Gamma}, \Gamma, H$, can be expanded in powers of $\epsilon_{\delta}$. We use $T$ to denote the transform from $\boldsymbol{Z}$ to $\overline{\mathbf{Z}}$; the transformation between coordinates,
scalar functions, and the fundamental one-form are $\bar{Z}=T Z$, $\bar{F}=T^{-1} F, \overline{\hat{\Gamma}}=T^{-1} \hat{\Gamma}+d S$. Up to $\mathcal{O}\left(\epsilon_{\delta}^{2}\right)$, the relations of the coordinates are written as

$$
\begin{align*}
& \bar{Z}^{i}=Z^{i}+G_{1}^{i}(Z)+G_{2}^{i}(Z)+\frac{1}{2} G_{1}^{j} \partial_{j} G_{1}^{i}(Z),  \tag{6a}\\
& Z^{i}=\bar{Z}^{i}-G_{1}^{i}(\bar{Z})-G_{2}^{i}(\bar{Z})+\frac{1}{2} G_{1}^{j} \partial_{j} G_{1}^{i}(\bar{Z}), \tag{6b}
\end{align*}
$$

and the transform relations between functions $F$ and $\bar{F}$ are

$$
\begin{align*}
F & =\bar{F}+G_{1}^{i} \partial_{i} \bar{F}+G_{2}^{i} \partial_{i} \bar{F}+\frac{1}{2} G_{1}^{j} \partial_{j}\left(G_{1}^{i} \partial_{i} \bar{F}\right),  \tag{7a}\\
\bar{F} & =F-G_{1}^{i} \partial_{i} F-G_{2}^{i} \partial_{i} F+\frac{1}{2} G_{1}^{j} \partial_{j}\left(G_{1}^{i} \partial_{i} F\right), \tag{7b}
\end{align*}
$$

which indicates the scalar invariance, $F(\boldsymbol{Z})=\bar{F}(\overline{\boldsymbol{Z}})$. The relation of the fundamental one-form is ${ }^{5,26}$

$$
\begin{gather*}
\overline{\hat{\Gamma}}_{0}=\hat{\Gamma}_{0}  \tag{8a}\\
\overline{\hat{\Gamma}}_{1}=\hat{\Gamma}_{1}-L_{1} \hat{\Gamma}_{0}+d S_{1}  \tag{8b}\\
\overline{\hat{\Gamma}}_{2}=\hat{\Gamma}_{2}-L_{1} \hat{\Gamma}_{1}+\left(\frac{1}{2} L_{1}^{2}-L_{2}\right) \hat{\Gamma}_{0}+d S_{2} \tag{8c}
\end{gather*}
$$

where $L_{n} \mathrm{~s}$ are the Lie derivatives generated by the generating vector field $\boldsymbol{G}_{n}, L_{n}=\boldsymbol{G}_{n} \cdot d$ and $S_{n}$ s are the gauge functions. Eq. (8) can be explicitly written as

$$
\begin{gather*}
\bar{\Gamma}_{1 j}=\Gamma_{1 j}-G_{1}^{i} \omega_{0 i j}+\partial_{j} S_{1}  \tag{9a}\\
\bar{H}_{1}=H_{1}-\boldsymbol{G}_{1} \cdot d H_{0}-\partial_{t} S_{1}  \tag{9b}\\
\bar{\Gamma}_{2 i}=\Gamma_{2 i}-\frac{1}{2} G_{1}^{k}\left(\omega_{1 k j}+\bar{\omega}_{1 k j}\right)-G_{2}^{i} \omega_{0 i j}+\partial_{j} S_{2}  \tag{9c}\\
\bar{H}_{2}=H_{2}-\boldsymbol{G}_{1} \cdot d H_{1}+\frac{1}{2} \boldsymbol{G}_{1} \cdot d\left(\boldsymbol{G}_{1} \cdot d H_{0}\right) \\
-\boldsymbol{G}_{2} \cdot d H_{0}-\partial_{t} S_{2}-\frac{1}{2} G_{1}^{i} \partial_{t}\left(\Gamma_{1 i}+\bar{\Gamma}_{1 i}-\partial_{i} S_{1}\right) \tag{9~d}
\end{gather*}
$$

We can simplify $\overline{\hat{\Gamma}}$ by choosing an appropriate form of $\boldsymbol{G}_{n}, S_{n}$. Making the symplectic part of the transformed fundamental one-form same as the UP one, we have

$$
\begin{gather*}
\bar{\Gamma}_{0 i}=\Gamma_{0 i}  \tag{10a}\\
\bar{\Gamma}_{1 i}=0,  \tag{10b}\\
\bar{\Gamma}_{2 i}=0,  \tag{10c}\\
\bar{H}_{0}=H_{0},  \tag{10d}\\
\bar{H}_{1}=\delta \Psi_{1}-\left\{S_{1}, H_{0}\right\}-\partial_{t} S_{1},  \tag{10e}\\
\bar{H}_{2}=\delta \Psi_{2}-\left\{S_{2}, H_{0}\right\}-\partial_{t} S_{2},  \tag{10f}\\
\delta \Psi_{1}=H_{1}-\Gamma_{1 j}^{j i} \partial_{0} H_{0},  \tag{10~g}\\
\delta \Psi_{2}=H_{2}-\left(\Gamma_{2 j}-\frac{1}{2} G_{1}^{k} \omega_{1 k j}\right) J_{0}^{j i} \partial_{i} H_{0} \\
-\frac{1}{2} G_{1}^{i}\left[\partial_{i}\left(H_{1}+\bar{H}_{1}\right)+\partial_{t} \Gamma_{1 i}\right], \tag{10h}
\end{gather*}
$$

$$
\begin{gather*}
G_{1}^{i}=\left(\Gamma_{1 j}+\partial_{j} S_{1}\right) J_{0}^{j i}  \tag{10i}\\
G_{2}^{i}=\left(\Gamma_{2 j}-\frac{1}{2} G_{1}^{k} \omega_{1 k j}+\partial_{j} S_{2}\right) J_{0}^{j i} \tag{10j}
\end{gather*}
$$

The flexibility of the Lie-transform method is that the free choices of the form of the gauge functions $S_{n}$, which means that we can simplify the analysis by choosing an appropriate form of $S_{n}$. For example, $S_{n} s$ are chosen to remove the gyroangle-dependent part of the transformed Hamiltonian in the usual GK Lietransform, and in the I-transform, $S_{n}$ s are used to transform the perturbed Hamiltonian away so that the transformed equations of motion have the same form as the unperturbed ones. The two transforms will be used in Sec. III.

## III. NONLINEAR GYROKINETIC EQUATIONS OF MOTION

In this section, three kinds of transform: the $\delta \boldsymbol{A}$ transform, the gyrocenter transform, and the I-transform are presented. The first two transform is used to derive the nonlinear equations of gyro-center (GY) (guiding center in perturbed fields) motion, and I-transform is used to solve the GY equations.

## A. The $\delta A$ transform

In the nonlinear GK theory, the amplitude of the perturbations is much smaller than the corresponding equilibrium quantities, that is, $\frac{|\delta \boldsymbol{E}|}{v_{t h} B_{0}} \sim \frac{|\delta \boldsymbol{B}|}{B_{0}} \sim \frac{\delta F}{F_{0}} \sim \epsilon_{0} \ll 1$; here, $(\delta \boldsymbol{E}, \delta \boldsymbol{B})$ are the perturbed electromagnetic fields defined as $\delta \boldsymbol{B}$ $=\nabla \times \delta \boldsymbol{A}, \delta \boldsymbol{E}=-\partial_{t} \delta \boldsymbol{A}-\nabla \delta \phi, v_{t h}$ is the thermal velocity of the particles, $\delta F$ and $F_{0}$ are the perturbation part and UP part of the distribution function, respectively. The fundamental one-form is $\hat{\Gamma}=\hat{\Gamma}_{0}+\hat{\Gamma}_{1}, \hat{\Gamma}_{1}=\Gamma_{1}-H_{1} d t$

$$
\begin{gather*}
\Gamma_{1}=\delta \boldsymbol{A}\left(\boldsymbol{X}+\boldsymbol{\rho}_{0}, t\right) \cdot d\left(\boldsymbol{X}+\boldsymbol{\rho}_{0}\right)  \tag{11a}\\
H_{1}=\delta \phi\left(\boldsymbol{X}+\boldsymbol{\rho}_{0}, t\right) \tag{11b}
\end{gather*}
$$

The first order Lagrange two-form $\hat{\omega}_{1}$ is given by

$$
\begin{gather*}
\hat{\omega}_{1}=d \hat{\Gamma}_{1}=\frac{1}{2} \omega_{1 i j} d Z^{i} \wedge d Z^{j}-\left(\partial_{t} \Gamma_{1 i}+\partial_{i} H_{0}\right) d Z^{i} \wedge d t  \tag{12a}\\
\omega_{1 i j}=\partial_{i} \Gamma_{1 j}-\partial_{j} \Gamma_{1 i} \tag{12b}
\end{gather*}
$$

First, the perturbation part of the magnetic potential $\delta \boldsymbol{A}$ shall be transformed into the Hamiltonian part by using the $\delta A$ transform. We use $T_{A}$ to represent the transform from GC coordinates $Z$ to a new coordinates $Z_{A}$ and set the gauge functions $S_{n}=0$; then, according to Eq. (9), we can obtain the generating vector field $\boldsymbol{G}_{A}$

$$
\begin{gather*}
G_{A 1}^{i}=\delta \boldsymbol{A} \cdot \partial_{j}\left(\boldsymbol{X}+\boldsymbol{\rho}_{0}\right) J_{0}^{j i}  \tag{13a}\\
G_{A n}^{i}=0,(n \geq 2) \tag{13b}
\end{gather*}
$$

where the identity condition ${ }^{38}\left\{\boldsymbol{X}+\boldsymbol{\rho}_{0}, \boldsymbol{X}+\boldsymbol{\rho}_{0}\right\}=0$ is used, that is

$$
\begin{equation*}
\partial_{\xi} \rho_{0}^{i} \partial_{\mu} \rho_{0}^{j}-\partial_{\xi} \rho_{0}^{j} \partial_{\mu} \rho_{0}^{i}=\frac{\epsilon_{i j k} b_{0 k}}{B_{\| 0}^{*}} \tag{14}
\end{equation*}
$$

Eq. (13b) shows that the $\delta \boldsymbol{A}$ transform is an exact transform. ${ }^{20}$ The components of generating field $\boldsymbol{G}_{A}$ can be explicitly written as

$$
\begin{align*}
G_{A 1}^{\boldsymbol{X}} & =-\frac{\boldsymbol{b}_{0}}{B_{\| 0}^{*}} \times \delta \boldsymbol{A}  \tag{15a}\\
G_{A 1}^{v_{\|}} & =\frac{\boldsymbol{B}_{0}^{*}}{B_{\| 0}^{*}} \cdot \delta \boldsymbol{A}  \tag{15b}\\
G_{A 1}^{\xi} & =-\delta \boldsymbol{A} \cdot \partial_{\mu} \boldsymbol{\rho}_{0}  \tag{15c}\\
G_{A 1}^{\mu} & =\delta \boldsymbol{A} \cdot \partial_{\xi} \boldsymbol{\rho}_{0} \tag{15d}
\end{align*}
$$

According to Eqs. (14) and (15), we can show that

$$
\begin{equation*}
G_{A 1}^{i} \partial_{t} \Gamma_{1 i}=0 \tag{16}
\end{equation*}
$$

then we can obtain the transformed Hamiltonian from Eq. (10)

$$
\begin{align*}
H_{A 1} & =H_{1}-\boldsymbol{G}_{\boldsymbol{A} 1} \cdot d H_{0} \\
& =\delta \phi-\delta \boldsymbol{A} \cdot\left(\dot{\boldsymbol{X}}+\dot{\boldsymbol{\rho}_{0}}\right),  \tag{17}\\
H_{A 2} & =\frac{1}{2} \boldsymbol{G}_{\boldsymbol{A} 1} \cdot d\left(\boldsymbol{G}_{\boldsymbol{A} 1} \cdot d H_{0}\right) \\
& =\frac{1}{2} \delta \boldsymbol{A}^{2}, \tag{18}
\end{align*}
$$

which clearly indicates the scalar invariance. Note that all the perturbations have been transformed into the Hamiltonian part; the symplectic part of the transformed fundamental one-form is kept formally same as the unperturbed one, which is the effect of the $\delta \boldsymbol{A}$ transform. The results are the same as those of previous, ${ }^{24}$ and it would recover Hahm's results if only considering the parallel perturbation $\delta A_{\|}{ }^{6}$ Note that it has been shown that we can obtain the same results intuitively from the physical view of transforming the particle coordinates. ${ }^{20}$

## B. The gyrocenter transform

The gyrocenter transform shall be used to search a new coordinate, called gyrocenter coordinates, in which the gyrocenter motion is decoupled from gyromotion and the new magnetic moment is a constant of motion. For this purpose, we should choose an appropriate gauge functions $S_{n}$ to remove the gyroangle-dependent part. $T_{Y}$ denotes the transform from the coordinates $\boldsymbol{Z}_{\boldsymbol{A}}$ to the GY coordinates $\bar{Z}, \bar{Z}^{i}=T_{Y} Z_{A}^{i}$. According to Eq. (10), up to second order, we get the generating vector $\boldsymbol{G}_{Y n}$ and the transformed Hamiltonian

$$
\begin{gather*}
G_{Y n}^{i}=\partial_{j} S_{n} J_{0}^{j i},(n=1,2)  \tag{19a}\\
\bar{H}_{1}=H_{A 1}-\boldsymbol{G}_{Y 1} \cdot d H_{A 0}-\partial_{t} S_{1}  \tag{19b}\\
\bar{H}_{2}=H_{A 2}-\boldsymbol{G}_{Y 1} \cdot d H_{A 1}+\frac{1}{2} \boldsymbol{G}_{Y 1} \cdot d\left(\boldsymbol{G}_{Y 1} \cdot d H_{A 0}\right) \\
-\boldsymbol{G}_{Y 2} \cdot d H_{A 0}-\partial_{t} S_{2} \tag{19c}
\end{gather*}
$$

For the usual GY Lie-transform, the $\bar{H}_{n}$ s are chosen to be independent of gyroangle $\xi$, and the $\xi$ dependent part is transformed into $S_{n}$

$$
\begin{equation*}
\partial_{t} S_{n}+\left\{S_{n}, \bar{H}_{n}\right\}=\widetilde{\delta \Psi}_{n} \tag{20}
\end{equation*}
$$

with $\widetilde{\delta \Psi}_{n} \equiv \delta \Psi_{n}-\left\langle\delta \Psi_{n}\right\rangle$,

$$
\begin{align*}
\delta \Psi_{1} & =H_{A 1}=\delta \phi-\delta \boldsymbol{A} \cdot\left(\dot{\boldsymbol{X}}+\dot{\boldsymbol{\rho}_{0}}\right)  \tag{21a}\\
\delta \Psi_{2} & =H_{A 2}-\frac{1}{2} G_{Y 1}^{i} \partial_{i}\left(H_{A 1}+\bar{H}_{1}\right) \tag{21b}
\end{align*}
$$

with $\langle\cdot\rangle$ denoting the gyrophase averaging. Note that the secularity problem is avoided when the gauge functions are chosen in this way. ${ }^{21}$ Solving the equations above, we can obtain $S_{n}$

$$
\begin{gather*}
\left(\dot{S}_{1}\right)_{0} \equiv \frac{d_{0} S_{1}}{d t}=\widetilde{H_{A 1}}  \tag{22a}\\
\frac{d_{0} S_{2}}{d t}=\widetilde{H_{A 2}}-G_{Y 1}^{i} \partial_{i} \bar{H}_{1}-\frac{1}{2}\left\{\widetilde{\left.S_{1},\left(\dot{S}_{1}\right)_{0}\right\}}\right.  \tag{22b}\\
\frac{d_{0}}{d t} \equiv \partial_{t}+\dot{\boldsymbol{X}}_{0} \cdot \nabla+\dot{v}_{\| 0} \partial_{v_{\|}}+\dot{\xi}_{0} \partial_{\xi} \tag{22c}
\end{gather*}
$$

Then, using Eq. (19), we have

$$
\begin{gather*}
G_{Y n}^{X}=-\frac{\boldsymbol{b}_{0}}{B_{\| 0}^{*}} \times \nabla S_{n}-\partial_{v_{\|}} S_{n} \frac{\boldsymbol{B}_{0}^{*}}{B_{\| 0}^{*}}  \tag{23a}\\
G_{Y n}^{v_{\|}}=\frac{\boldsymbol{B}_{0}^{*}}{B_{\| 0}^{*}} \cdot \nabla S_{n}  \tag{23b}\\
G_{Y n}^{\xi}=-\partial_{\mu} S_{n}  \tag{23c}\\
G_{Y n}^{\mu}=\partial_{\xi} S_{n},(n=1,2) \tag{23~d}
\end{gather*}
$$

Note that the generating vector fields satisfy $\left\langle G_{Y n}^{i}\right\rangle=0$. The transformed Hamiltonian is obtained by gyro-averaging of Eqs. (19b) and (19c)

$$
\begin{gather*}
\bar{H}_{1}=\left\langle H_{A 1}\right\rangle=\langle\delta \phi\rangle-\dot{\boldsymbol{X}}_{0} \cdot\langle\delta \boldsymbol{A}\rangle-\dot{\xi}_{0}\left\langle\delta \boldsymbol{A} \cdot \partial_{\xi} \boldsymbol{\rho}_{0}\right\rangle  \tag{24a}\\
\bar{H}_{2}=\frac{1}{2}\left\langle\delta \boldsymbol{A}^{2}\right\rangle-\frac{1}{2}\left\langle\left\{S_{1},\left(\dot{S}_{1}\right)_{0}\right\}\right\rangle \tag{24b}
\end{gather*}
$$

which are the same as the previous results. ${ }^{7,23,24}$ Note that the second-order Hamiltonian can be written explicitly as ${ }^{6}$

$$
\begin{equation*}
\bar{H}_{2}=\frac{1}{2}\left\langle\delta \boldsymbol{A}^{2}\right\rangle-\frac{1}{2 B}\left\langle\frac{\partial}{\partial \bar{\mu}}\left(\dot{S}_{1}\right)_{0}^{2}+\frac{1}{B} \bar{\nabla} S_{1} \cdot \boldsymbol{b} \times \bar{\nabla}\left(\dot{S}_{1}\right)_{0}\right\rangle . \tag{25}
\end{equation*}
$$

Here, we make some discussions about Eq. (25).
(1) In the long-wave-length limit, Eq. (25) becomes

$$
\begin{equation*}
\bar{H}_{2}=\frac{1}{2}\left\langle\delta \boldsymbol{A}^{2}\right\rangle-\frac{1}{2 B}\left\langle\frac{\partial}{\partial \bar{\mu}}\left(\dot{S}_{1}\right)_{0}^{2}\right\rangle, \tag{26}
\end{equation*}
$$

considering the ordering

$$
\begin{equation*}
\frac{\frac{1}{B} \bar{\nabla} S_{1} \cdot \boldsymbol{b} \times \bar{\nabla}\left(\dot{S}_{1}\right)_{0}}{\frac{\partial}{\partial \bar{\mu}}\left(\dot{S}_{1}\right)_{0}^{2}} \sim \frac{k_{\perp}^{2} S_{1}\left(\dot{S}_{1}\right)_{0} / B}{\left(\dot{S}_{1}\right)_{0}^{2} / \mu} \sim \frac{k_{\perp}^{2} \rho^{2} \mu}{\rho^{2} B} \sim\left(k_{\perp} \rho\right)^{2}, \tag{27}
\end{equation*}
$$

with $\boldsymbol{k}_{\perp}$ the perpendicular wave vector and $\rho$ the gyroradius. According to Eqs. (21a) and (22a), up to $\mathcal{O}\left(k_{\perp} \rho\right),\left(\dot{S}_{1}\right)_{0}$ can be explicitly written as

$$
\begin{equation*}
\left(\dot{S}_{1}\right)_{0}=\boldsymbol{\rho} \cdot \nabla\left(\delta \phi_{c}-\dot{\boldsymbol{X}} \cdot \delta \boldsymbol{A}_{c}\right)-\dot{\boldsymbol{\rho}} \cdot \delta \boldsymbol{A}_{c}-\boldsymbol{\rho} \cdot(\widetilde{\boldsymbol{\rho} \cdot \nabla}) \delta \boldsymbol{A}_{c} \tag{28}
\end{equation*}
$$

where the subscript $c$ means evaluating at the guiding center. Then, the last term in Eq. (26) is

$$
\begin{align*}
\frac{1}{2 B}\left\langle\frac{\partial}{\partial \bar{\mu}}\left(\dot{S}_{1}\right)_{0}^{2}\right\rangle= & \frac{1}{2}\left[\delta \boldsymbol{A}_{c \perp}^{2}+\left(\frac{\boldsymbol{b}_{0} \times \nabla\left(\delta \phi_{c}-\dot{\boldsymbol{X}} \cdot \delta \boldsymbol{A}_{c}\right)}{B}\right)^{2}\right] \\
& +\frac{1}{2}\left[2 \delta \boldsymbol{A}_{c} \cdot \frac{\boldsymbol{b}_{0} \times \nabla\left(\delta \phi_{c}-\dot{\boldsymbol{X}} \cdot \delta \boldsymbol{A}_{c}\right)}{B}\right. \\
& \left.+\frac{\mu}{B}\left(\partial_{1} \delta A_{c 1}-\partial_{2} \delta A_{c 2}\right)^{2}\right] \tag{29}
\end{align*}
$$

with $(\hat{2}, \hat{1}, \boldsymbol{b})$ form a right-handed frame. Similar analysis as Eq. (27), the ordering in Eq. (29) respect to $\delta \boldsymbol{A}_{c \perp}^{2}$ is $\left(1,\left(k_{\perp} \rho\right)^{2}\right.$ $\left.\left(\frac{\rho}{R}\right)^{2},\left(k_{\perp} \rho\right) \frac{\rho}{R},\left(k_{\perp} \rho\right)^{2}\right)$, where we have used $\left|\frac{\nabla\left(\dot{X} \cdot \delta \boldsymbol{A}_{c}\right) / B}{\delta \boldsymbol{A}_{c \perp}}\right|$ $\sim \frac{k_{\perp} v_{D}}{B} \sim k_{\perp} \frac{\rho v_{\|}}{R B} \sim \frac{\rho}{R}\left(k_{\perp} \rho\right)$ and $R$ is the major radius of a tokamak. According to Eqs. (24), (26), and (29), up to $\mathcal{O}\left(\epsilon_{\delta}^{2}\right)$ the gyrokinetic Hamiltonian can be written as

$$
\begin{equation*}
\bar{H}=\frac{1}{2}\left(\overline{v_{\|}}-\delta A_{\|}(\overline{\boldsymbol{X}}, t)\right)^{2}+\bar{\mu}\left[B+\delta B_{\|}(\overline{\boldsymbol{X}}, \boldsymbol{t})\right]+\delta \phi(\overline{\boldsymbol{X}}, t) \tag{30}
\end{equation*}
$$

It is useful to compare Eq. (30) with the previous ${ }^{7}$ gyrocenter Hamiltonian [their Equation (20)], which is written as

$$
\begin{equation*}
\bar{H}=\frac{1}{2}\left(\bar{v}_{\|} \boldsymbol{b}_{0}-\delta \boldsymbol{A}(\overline{\boldsymbol{X}}, t)\right)^{2}+\bar{\mu}\left[B+\delta B_{\|}(\overline{\boldsymbol{X}}, \boldsymbol{t})\right]+\delta \phi(\overline{\boldsymbol{X}}, t) \tag{31}
\end{equation*}
$$

It is $\delta A_{\|}(\overline{\boldsymbol{X}}, t)$ instead of $\delta \boldsymbol{A}(\overline{\boldsymbol{X}}, t)$ that should be used in the gyro-center Hamiltonian, for any vector potential perturbation. The point is that the term $\langle\{\}$,$\rangle in Eq. (24b) was$ ignored in Ref. 7 by taking it as a higher order term relative to $\frac{1}{2}\left\langle\delta \boldsymbol{A}^{2}\right\rangle$, however, the order of the $\langle\{\}$,$\rangle term is the same$ as the $\frac{1}{2}\left\langle\delta \boldsymbol{A}^{2}\right\rangle$ term, which follows from Eq. (29). The difference between Eqs. (30) and (31) can affect the particles orbits in a strong $\delta \boldsymbol{A}_{\perp}$ perturbation field, and the numerical example will be shown in Sec. IV C. Eq. (30) can be easily understood from the scalar invariance, and the detailed discussion will be shown latter.
(2) Due to the electromagnetic gauge invariance, ${ }^{18,44}$ the perturbation $(\delta \phi, \delta \boldsymbol{A})$ can be transformed as $\left(\delta \phi^{*}, \delta A_{\|}\right)$; Eq. (29) becomes

$$
\begin{equation*}
\frac{1}{2 B}\left\langle\frac{\partial}{\partial \bar{\mu}}\left(\dot{S}_{1}\right)_{0}^{2}\right\rangle=\frac{1}{2}\left(\frac{\boldsymbol{b}_{0} \times \nabla\left(\delta \phi_{c}^{*}-v_{\|} \delta A_{c \|}\right)}{B}\right)^{2} \tag{32}
\end{equation*}
$$

with $\bar{H}_{1}=\left\langle\delta \phi^{*}-v_{\|} \delta A_{\|}\right\rangle$, then the second-order Hamiltonian becomes

$$
\begin{equation*}
\bar{H}_{2}=\frac{1}{2}\left\langle\delta A_{\|}^{2}\right\rangle-\frac{1}{2}\left(\frac{\boldsymbol{b}_{0} \times \nabla\left(\delta \phi_{c}^{*}-v_{\|} \delta A_{c \|}\right)}{B}\right)^{2} \tag{33}
\end{equation*}
$$

so that the second-order Hamiltonian, in the long-wavelength limit, will be simply written as $\bar{H}_{2}=\frac{1}{2} \delta A_{c \|}^{2}$ with the
$\mathcal{O}\left(\left(k_{\perp} \rho\right)^{2} \epsilon_{\delta}^{2}\right)$ term ignored. The second term in Eq. (33) can be ignored in the long-wave-length limit, which is a good approximation for toroidal-field-ripple perturbation discussed in this paper. However, for a general perturbation, this term should be retained.

Eq. (33) can be written as an alternative form

$$
\begin{gather*}
\bar{H}_{2}=\frac{1}{2}\left\langle\delta A_{\|}^{2}\right\rangle-\frac{1}{2}\left\langle\boldsymbol{v}_{1 \perp}^{2}\right\rangle  \tag{34a}\\
\boldsymbol{v}_{1 \perp}=\left\{\boldsymbol{\rho}, H_{1}\right\}, \tag{34b}
\end{gather*}
$$

which may be useful for readers. The brief proof of Eq. (34a) is as follows:

$$
\begin{align*}
\left\langle\boldsymbol{v}_{1 \perp}^{2}\right\rangle & =\left\langle\left(\partial_{\xi} \boldsymbol{\rho} \partial_{\mu} H_{1}-\partial_{\mu} \boldsymbol{\rho} \partial_{\xi} H_{1}\right)^{2}\right\rangle \\
& =\left\langle\rho^{2}\left(\partial_{\mu} \widetilde{H}_{1}\right)^{2}+\left(\frac{\rho}{2 \mu}\right)^{2}\left(\partial_{\xi} \widetilde{H}_{1}\right)^{2}\right\rangle \\
& \simeq \frac{\rho^{2}}{4 \mu^{2}}\left\langle\widetilde{H}_{1}^{2}+\left(\partial_{\xi} \widetilde{H}_{1}\right)^{2}\right\rangle \\
& =\left(\frac{\boldsymbol{b}_{0} \times \nabla\left(\delta \phi_{c}^{*}-v_{\|} \delta A_{c \|}\right)}{B}\right)^{2}, \tag{35}
\end{align*}
$$

where we have used $\widetilde{H}_{1} \simeq \boldsymbol{\rho} \cdot \nabla\left(\delta \phi_{c}^{*}-v_{\|} \delta A_{c \|}\right)$, with an $\mathcal{O}\left(\left(k_{\perp} \rho\right)^{2}\right)$ term ignored.

To end this section, we present the understanding of Eq. (30) from the point view of scalar invariance. According to Eq. (15d), the last term in Eq. (24a) can be written as

$$
\begin{equation*}
-\dot{\xi}_{0}\left\langle\delta \boldsymbol{A} \cdot \partial_{\xi} \boldsymbol{\rho}_{0}\right\rangle=\left\langle-G_{A 1}^{\mu} \cdot B\right\rangle \approx \mu\left\langle\delta B_{\|}\right\rangle \tag{36}
\end{equation*}
$$

then Eq. (24a) becomes

$$
\begin{equation*}
\bar{H}_{1}=\left\langle H_{A 1}\right\rangle=\langle\delta \phi\rangle-\dot{\boldsymbol{X}}_{0} \cdot\langle\delta \boldsymbol{A}\rangle+\mu\left\langle\delta B_{\|}\right\rangle \tag{37}
\end{equation*}
$$

which clearly shows that, according to the scalar invariance, it is $G_{A 1}^{\mu}$, the first-order change of the magnetic moment, that results to the last term of $\bar{H}_{1}$. The second-order term $\langle\{\}$,$\rangle in$ Eq. (24b) was previously ignored ${ }^{7}$ by taking it as a higher order term relative to $\frac{1}{2}\left\langle\delta \boldsymbol{A}^{2}\right\rangle$. However, analyzing the $\langle\{\}$, term in detail, we found that this term reduces to $\left\langle\delta \boldsymbol{A}_{\perp}^{2}\right\rangle$, which cancels the perpendicular part in the term $\frac{1}{2}\left\langle\delta \boldsymbol{A}^{2}\right\rangle$. This result can also be obtained from Eq. (19), and the detailed analysis is as follows.

By using Eq. (19b), the second term on the left side of Eq. (19c) can be written as

$$
\begin{align*}
-\boldsymbol{G}_{Y 1} \cdot d H_{A 1} & =-\boldsymbol{G}_{Y 1} \cdot d\left(\bar{H}_{1}+\boldsymbol{G}_{Y 1} \cdot d \bar{H}_{0}+\partial_{t} S_{1}\right) \\
& \approx-\boldsymbol{G}_{Y 1} \cdot d \bar{H}_{1}-\boldsymbol{G}_{Y 1} \cdot d\left(\boldsymbol{G}_{Y 1} \cdot d H_{A 0}\right) \tag{38}
\end{align*}
$$

where we have used the low frequency approximation $\frac{\omega}{\Omega} \ll 1$, with $\Omega$ the gyro-frequency. Note that $\left\langle-\boldsymbol{G}_{Y 1} \cdot d \bar{H}_{1}\right\rangle$ $=0$. Then, substituting Eq. (38) into Eq. (19c) and gyroaveraging it, we have

$$
\begin{equation*}
\bar{H}_{2}=\left\langle H_{A 2}\right\rangle-\left\langle\frac{1}{2} \boldsymbol{G}_{Y 1} \cdot d\left(\boldsymbol{G}_{Y 1} \cdot d H_{A 0}\right)\right\rangle \tag{39}
\end{equation*}
$$

The term $\left\langle\frac{1}{2} \boldsymbol{G}_{Y 1} \cdot d\left(G_{Y 1} \cdot d \bar{H}_{A 0}\right)\right\rangle$ can be written as

$$
\begin{align*}
\left\langle\frac{1}{2} \boldsymbol{G}_{Y 1} \cdot d\left(\boldsymbol{G}_{Y 1} \cdot d \bar{H}_{A 0}\right)\right\rangle & =\frac{1}{2}\left\langle\partial_{\boldsymbol{Z}} \cdot\left(\boldsymbol{G}_{Y 1} \boldsymbol{G}_{Y 1} \cdot \partial_{\boldsymbol{Z}} H_{A 0}\right)\right\rangle \\
& \approx \frac{1}{2}\left\langle\left[\partial_{\mu}\left(G_{Y 1}^{\mu} G_{Y 1}^{\mu} B\right)+\partial_{\xi}\left(G_{Y 1}^{\xi} G_{Y 1}^{\mu} B\right)\right]\right\rangle \\
& =\left\langle G_{Y 1}^{\mu} \partial_{\mu} G_{Y 1}^{\mu} B\right\rangle \tag{40}
\end{align*}
$$

where we have used the fact that $\boldsymbol{G}_{1}$ is an incompressible flow in the phase space $\frac{1}{\mathcal{J}} \partial_{i}\left(\mathcal{J} G_{1}^{i}\right)=0,{ }^{19,24}$ and the approximation $\boldsymbol{G}_{n} \approx \boldsymbol{G}_{n}(\mu, \xi)$.

Considering the ordering in Eq. (22c), one finds

$$
\begin{gather*}
\frac{\partial_{t}}{\dot{\xi}_{0} \partial_{\xi}} \sim \frac{\dot{v}_{\| 0} \partial_{v \|}}{\dot{\xi}_{0} \partial_{\xi}} \sim \frac{\omega}{\Omega},  \tag{41a}\\
\frac{\dot{\boldsymbol{X}}_{0} \cdot \nabla}{\dot{\xi}_{0} \partial_{\xi}} \sim \frac{v_{\|} \nabla_{\|}+v_{D} \nabla_{\perp}}{\Omega} \sim \rho \nabla_{\|}+\frac{\rho}{R} \rho \nabla_{\perp} \sim \frac{\rho}{R}+\frac{\rho}{R}\left(k_{\perp} \rho\right) \sim \frac{\rho}{R} . \tag{41b}
\end{gather*}
$$

Therefore, we have $\frac{d_{0}}{d t} \approx \dot{\xi}_{0} \partial_{\xi}=\Omega \partial_{\xi}$ with the low frequency approximation $\frac{\omega}{\Omega}$. ${ }^{7}$ Then following Eqs. (20) and (22), we have $\dot{S}_{1} \approx-\delta \boldsymbol{A}_{c} \cdot \dot{\boldsymbol{\rho}}_{0}$ in the long-wave-length limit; therefore, $S_{1} \approx-\boldsymbol{\rho}_{0} \cdot \delta \boldsymbol{A}_{c}$ and

$$
\begin{gather*}
G_{Y 1}^{\mu}=\partial_{\xi} S_{1} \approx-\partial_{\xi} \boldsymbol{\rho}_{0} \cdot \delta \boldsymbol{A}_{c}  \tag{42a}\\
\partial_{\mu} G_{Y 1}^{\mu} \approx-\partial_{\mu}\left(\partial_{\xi} \boldsymbol{\rho}_{0}\right) \cdot \delta \boldsymbol{A}_{c}=-\frac{1}{2 \mu} \partial_{\xi} \boldsymbol{\rho}_{0} \cdot \delta \boldsymbol{A}_{c} . \tag{42b}
\end{gather*}
$$

Subsisting Eq. (42) into Eq. (40), we can obtain

$$
\begin{align*}
\left\langle\frac{1}{2} \boldsymbol{G}_{Y 1} \cdot d\left(\boldsymbol{G}_{1} \cdot d \bar{H}_{A 0}\right)\right\rangle & =\left\langle G_{Y 1}^{\mu} \partial_{\mu} G_{Y 1}^{\mu} \cdot B\right\rangle \\
& \approx \frac{B}{2 \mu}\left\langle\left(\partial_{\xi} \boldsymbol{\rho}_{0} \cdot \delta \boldsymbol{A}_{c}\right)^{2}\right\rangle \\
& =\frac{1}{2} \delta \boldsymbol{A}_{c \perp}^{2} \tag{43}
\end{align*}
$$

Eqs. (43) and (39) show that there is no $\delta \boldsymbol{A}_{\perp}^{2}$ term in the second-order transformed Hamiltonian. And, in a Hamiltonian system with only magnetic perturbation $\delta \boldsymbol{A}$, according to Eqs. (18), (39), and (43), the second-order Hamiltonian in the drift kinetic approximation becomes

$$
\begin{equation*}
\bar{H}_{2} \approx \frac{1}{2} \delta A_{c \|}^{2} \tag{44}
\end{equation*}
$$

Note that the main term in the second order of transformed Hamiltonian is the parallel part even considering the full magnetic perturbation.

According to the scalar invariance, the result is easily to be understood in the two-step transform. Eqs. (19), (39), and (43) clearly show that for the purpose of searching a new constant magnetic moment, we make the gyrocenter transform; it is $\frac{1}{2} G_{Y 1}^{i} \partial_{i} G_{Y 1}^{\mu}$, the second-order change of the magnetic moment, that cancels the $\delta A_{\perp}^{2}$. The same result can be obtained by using the conventional one-step transform; since the equivalence between the two-step and the one-step transforms has been rigorously proved in the Appendix in Ref. 24 , we ignore the detailed discussion on the one-step transform here.

## C. The I-transform

The I-transform is a method to solve the equations of motion, which can decouple the unperturbed motion from the perturbed motion. ${ }^{19-21}$ That means we find a new coordinates $\boldsymbol{Z}_{I}$, in which the perturbation part of the Hamiltonian is transformed away. In brief, the form of the Hamiltonian in $Z_{I}$ is the same as the unperturbed one $H_{0} . T_{I}$ stands for the transform from $\overline{\mathbf{Z}}$ to $\boldsymbol{Z}_{I}$, and then the transform relations are

$$
\begin{gather*}
G_{I n}^{i}=\partial_{j} S_{n} J_{0}^{j i},(n=1,2),  \tag{45a}\\
0=\bar{H}_{1}+\bar{H}_{2}-G_{I 1}^{i} \partial_{i} \bar{H}_{0}-\partial_{t} S_{1},  \tag{45b}\\
0=-G_{I 1}^{i} \partial_{i}\left(\bar{H}_{1}+\bar{H}_{2}\right)+\frac{1}{2} G_{I 1}^{i} \partial_{i}\left(G_{I 1}^{j} \partial_{j} \bar{H}_{0}\right)-G_{I 2}^{i} \partial_{i} \bar{H}_{0}-\partial_{t} S_{2} . \tag{45c}
\end{gather*}
$$

The gauge functions are

$$
\begin{align*}
& \frac{d_{0} S_{1}}{d t}=\delta \bar{H}=\bar{H}_{1}+\bar{H}_{2}  \tag{46a}\\
& \frac{d_{0} S_{2}}{d t}=-\frac{1}{2}\left\{S_{1}, \delta \bar{H}\right\} \tag{46b}
\end{align*}
$$

And, the transformed equations of motion are

$$
\begin{equation*}
\frac{d_{0} Z_{I}^{i}}{d t}=J_{0}^{i j} \partial_{j} H_{0} \tag{47}
\end{equation*}
$$

which clearly shows that they are the same as the unperturbed ones.

## IV. NLT SIMULATION OF THE GUIDING CENTER ORBIT IN RIPPLE FIELD

## A. The code NLT

The code NLT, based on the I-transform method, is developed to compute the GC orbit. ${ }^{24}$ NLT treats the electromagnetic potential perturbation $(\delta \phi, \delta \boldsymbol{A})$ directly rather than the field $(\delta \boldsymbol{E}, \delta \boldsymbol{B})$, and NLT can compute the GC orbit in any given perturbation field. The long time computation of the orbit is decomposed to many short-time I-transforms. The main procedure to push forward the orbit of a particle in every time step contains the three kinds of transform presented in Sec. III.

The procedure decomposes as follows: first, we do the $\delta \boldsymbol{A}$ transform to make the magnetic perturbation appear in the Hamiltonian in the coordinates $\boldsymbol{Z}_{\boldsymbol{A}}$, do the gyrocenter transform to find the invariant GY magnetic moment in $\overline{\boldsymbol{Z}}$, and then use the I-transform method to find the new coordinates $\boldsymbol{Z}_{I}$, in which the equations of motion is the same as the unperturbed ones; finally, we use the fourth-order Runge-Kutta method to evolve the equations to get the GY position in phase space $\boldsymbol{Z}_{I}$ of the next time step. Then, the inverse I-transform is used to get the real GY orbit. The excursion of the orbit between the unperturbed one and the real one is presented by the generating vector of the inverse I-transform. The inverse GY transform and the inverse $\delta \boldsymbol{A}$ transform are used successively to obtain the position of the next time step in coordinates $\boldsymbol{Z}_{\boldsymbol{A}}$ and $\boldsymbol{Z}$. To


FIG. 1. Passing particle with $\frac{v_{\|}}{v}=0.8$ launched from $(R=3.367 \mathrm{~m}, \theta=0, \zeta=0)$. (a): Energy evolution. (b): The radial evolution. (c): $\theta$ (modulo $2 \pi$ ) evolution. (d): The Poincare section plots.
validate the results of NLT, which is based on the two-step transform used in this paper, the code GYCAVA, ${ }^{22}$ which is based on the conventional one-step Lie-transform perturbation method, is used as a benchmark in the numerical examples in Sec. IV C.

## B. The vector potential $\delta A$ corresponding to the ripple field

The main effect of the ripple field in a tokamak is the perturbation of the toroidal magnetic field strength, which can be simply written as

$$
\begin{equation*}
\delta B_{T}=\delta(\Psi, \theta) B_{0} \cos (N \zeta) \tag{48}
\end{equation*}
$$

where $\Psi$ is the poloidal magnetic flux, $\theta$ and $\zeta$ are the poloidal angle and toroidal angle, respectively, and $N$ is the number of the toroidal field coils. The corresponding magnetic potential in the magnetic coordinate is chosen as

$$
\begin{equation*}
\delta \boldsymbol{A}=\delta A_{\theta}(\Psi, \theta, \zeta) \nabla \theta \tag{49}
\end{equation*}
$$

Using $\delta B_{T}=R \nabla \zeta \cdot \nabla \times \delta A$, we have

$$
\begin{equation*}
\delta B_{T}=\mathcal{J}^{-1} R \partial_{\Psi} \delta A_{\theta} \tag{50}
\end{equation*}
$$

with the Jacobian $\mathcal{J}^{-1}=\nabla \Psi \times \nabla \theta \cdot \nabla \zeta$. Combining with Eq. (48), we can obtain


FIG. 2. Trapped particle with $\frac{v_{\|}}{v}=0.2$ launched from $(R=3.338 \mathrm{~m}, \theta=0, \zeta=0)$. (a): Energy evolution. (b): The radial evolution. (c): $\theta$ (modulo $2 \pi$ ) evolution. (d): Orbit projected on the minor cross section.


FIG. 3. Trapped particle with $\frac{v_{\|}}{v}=0.2$ launched from $(R=3.381 \mathrm{~m}, \theta=0, \zeta=0)$. (a): Energy evolution. (b): The radial evolution. (c): $\zeta$ (modulo $2 \pi$ ) evolution. The two horizontal lines indicate the position of the two toroidal field coils. (d): Orbit projected on the minor cross section.
that the energy conservation is good for both NLT and GYCAVA codes. It is shown in Fig. 1 that the ripple field has little effect on passing particles. Figs. 2 and 3 indicate that the toroidal ripple field may induce radial stochastic diffusion of trapped energetic alpha particles. Fig. 3(c) shows that the toroidal angle $\zeta$ of the locally trapped particle keeps in the middle of two toroidal field coils, which means that the particle is eventually trapped in the ripple magnetic field well.

Fig. 4 shows the effect on the orbit due to the difference between Eqs. (30) and (31). It is shown in Fig. 4 that the two equations give the same orbits in weak $\delta \boldsymbol{A}_{\perp}$ perturbation field, when the particles are near the plasma edge, where the $\delta \boldsymbol{A}_{\perp}$ perturbation is strong, the orbits are notably different.

## D. Verification of GWB's criterion

The criterion $\delta_{s}$ for the ripple stochasticity is theoretically given by Goldston, White, and Boozer ${ }^{30}$ as

$$
\begin{equation*}
\delta_{s}=\left[\frac{\epsilon}{N \pi q}\right]^{3 / 2} \frac{1}{\rho q^{\prime}} \tag{53}
\end{equation*}
$$

with $\epsilon$ the local inverse aspect ratio, which has been verified by Tani via using an orbit-following Monte-Carlo code. ${ }^{31}$ Fig. 5 briefly shows the criterion, the outmost circle is the
plasma edge and the inner circle is given by Eq. (53). If a banana tip is located outside the inner circle, it shall be stochastic; therefore, the inner circle shall be referred to as the critical curve. Particle 3 runs stochastic orbit for its bounce point is out of the inner circle, and particle 1 runs nonstochastic orbit for its banana tip is inside of the inner circle. If the ripple field strength becomes stronger, then the critical curve shrinks, and the stochastic area is larger, in that case particle 1 may run stochastic orbit. This is the method we use to verify the theoretical formula.

As is shown in Fig. 6, 9 alpha particles, with the same $\frac{v_{\|}}{v}=0.2$ and energy $E=3.5 \mathrm{MeV}$, are launched from different major radius in the out middle plane. We observe the property of the orbits to find the critical major radius to compare with the theoretical one. Fig. 6 shows 4 different amplitude of the ripple field $\delta_{0}=(0.7,1.4,2.8,4.2) \times 10^{-5}$, and TFTR's parameter is $\delta_{0}=1.4 \times 10^{-5}$. The numerical results denoted by the dashed line are consistent with the theoretical result denoted by the solid line. The difference between the numerical results and the theoretical one may be due to the large banana width of the alpha particles.

## V. SUMMARY

In conclusion, in the nonlinear gyrokinetic equation for magnetic potential perturbation, the main term of the


FIG. 4. Difference between orbits computed by using Eqs. (30) and (31). Trapped particle with $\frac{v_{\|}}{v}=0.2$ launched from $(R=3.381 \mathrm{~m}, \theta=0, \zeta=0)$. "New" and "previous" indicate the orbits given by Eqs. (30) and (31), respectively. (a): The radial evolution. (b): Orbits projected on the minor cross section.
second-order transformed Hamiltonian is $\frac{1}{2} \delta A_{\|}^{2}$ for any magnetic perturbation in the long-wave-length limit. This result can be easily understood in the two-step transform, that it is the little change of the magnetic moment that transforms


FIG. 5. The criterion given by GWB. The outmost circle is the plasma edge, and the inner circle is the critical curve given by GWB's formula. Three banana-like curves are the orbit of three particles with the same $\frac{v_{\|}}{v}=0.2$, $\theta=0, \zeta=0$ launched from different $R$.


FIG. 6. Collisionless stochastic loss region in space of ripple field amplitude and initial major radius. Particles launched from the middle plane with the same pitch $=0.2$. Particles run the stochastic orbit are shown by solid points and the nonstochastic are shown by crosses. Solid line is the theoretical result, and the dashed line is the numerical result.
away the $\frac{1}{2} \delta A_{\perp}^{2}$ part, as is shown in Eq. (43); this is different from the result expected previously. ${ }^{7}$

The code NLT is improved to compute the guiding center orbit in the ripple field in TFTR. We have included the second-order Hamiltonian in the long-wave-length limit, which was ignored in most of the previous simulation works on the effect of ripple field. If we used the second-order Hamiltonian given in Ref. 7, the alpha particle orbit in the ripple field would be significantly changed, as is shown in Fig. 4. However, when the corrected second-order Hamiltonian is included, the numerical results indicate that there is little effect of the second-order Hamiltonian $\left(\frac{1}{2} \delta A_{\|}^{2}\right)$ on the alpha particle orbit in the ripple field.

The improved NLT is used to verify the ripple stochastic diffusion criterion, the result agrees well with the GWB model, and the difference between our numerical results and the GWB model may be due to the large orbit width of the alpha particle, which shall be left as a topic in future researches.
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