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A B S T R A C T

In the high speed milling, the tool run-out affects the cutting force greatly and results in pre-matured tool life.
To investigate this relationship, an improved instantaneous milling force per tooth is proposed, with inclusion of
tool run-out effect. The un-deformed chip thickness considering tool run-out are defined and modeled,
according to the geometrical relationships and axial milling ranges per tooth. Meanwhile, instead of the
studying the conventional average flank wear, tool wear per tooth is studied for more sensitive correlation with
force. Based on milling tests with Inconel 718, the error of the force model prediction is found less than 1%
against the experimental data, and the correlation between the axial instantaneous milling force and tool wear
per tooth is above 0.9. The results have shown that the proposed model can accurately describe the
instantaneous force per tooth including tool run out effect, and the axial force component is a good indication
of tool wear condition.

1. Introduction

High speed milling (HSM) has been one of the most important
machining processes in achieving complex geometrical precision parts
in aerospace, telecommunications, medical instruments and many
other fields [1]. The cutting force modeling of HSM is the basis of
milling mechanics and the instantaneous milling force (IMF) has been
the foundation for studying the machining dynamics [2]. The IMF
could not only reflect the tool conditions and energy consumption, but
also be utilized for process optimization and automation [3]. In these
aspects, the accurate prediction of IMF is of great theoretical and
practical importance. Researchers have raised a lot of IMF models
under different milling conditions. Tai and Fuh [4] presented a
predictive force model for ball-end milling. With geometric derivation,
the model was capable to deal with many of the process variables, such
as depths of cut and in the feed-rate, and it showed a good agreement
with experimental measurements. By taking account the cutter geo-
metry, friction, and the influence of vibration, Wang et al. [5]
developed a dynamic cutting force model for end-milling. The cutting
edges were discretized into elements, and by summing up the cutting
forces generated by each elemental edge, the IMFs could then be
determined. Similar studies were reported in [6] by modeling the
cutting forces based orthogonal cutting data with tool error considera-
tions. In these studies, there were an underlying assumption that the

force was proportional to the instantaneous un-deformed chip thick-
ness (UCT). While taking account both the differential and oblique
cutting mechanics, Jia et al. [7] developed an IMF model with the
consideration of the workpiece material properties. The metal cutting
process was taken as the linear superposition of a series of differential
oblique cutting processes, and an inverse method was applied to obtain
the specific coefficients thought edge elements. Under a more compli-
cated condition, Tuysuz et al. [8] studied the cutting forces by modeling
the UCT distribution, and the cutting and indentation mechanics. The
distribution of UCT and geometry of indentation zone were evaluated
by considering five-axis motion of the tool along the tool path. In these
force models, the specific milling force coefficients (MFCs) are to be
determined based on experimental data, and they are closely related to
milling process parameters and hard to generalize. Mark and Schmitz
[9] showed that milling process parameters such as feed per tooth,
spindle speed, and radial immersion exhibited a nonlinear relationship
with the specific MFCs. It was found that low feed rates, which were
often recommended for hard-to-machine materials, produced dispro-
portionately larger cutting forces per uncut chip area than high feed
rates, particularly for low radial immersion milling. A comprehensive
review of the work performed in the force modeling, such as empirical,
mechanistic and analytical models was investigated in [10].

The model parameters, such as chip thickness, instantaneous force
and coefficients, are to be determined in mechanistic force models. The
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major influencing factors to these parameters are tool run-out and
cutter edge wear. The cutter track and IMF could be described more
accurately by inclusion of tool run-out. Wojciechowski [11] modeled
the milling displacement within length of tool run-out based on the

geometric parameters of the ball-end cutter, and it shown that the
milling displacement is affected greatly by the tool run-out in experi-
ments. Hao et al. [12] set up the IMF model with tool run-out using the
linear interpolation method in curved surface machining. The descrip-

Abbreviations and Nomenclature

CWE Cutter-workpiece engagement
IMF(s) Instantaneous milling force(s)
MFC(s) Milling force coefficient(s)
SSP(s) Statistical sampling period(s)
UCT Un-deformed chip thickness
ap z-axial depth of milling
aw r-axial width of milling
bw, bs Width and length of workpieces
db Un-deformed chip width
dFj, dFqj Elemental IMFs of j-th flute in P-tra coordinate system,

q=t, r, a
dFMj, dFMqj Elemental IMFs of j-th flute in P-tra coordinate

system, q=t, r, a
dz z-axial length of milling element
Fj, Fqj IMFs of j-th flute, q=x, y, z
fz Feed rate of the workpiece
g Unit step function
hj, hj(ro) UCT of j-th flute w/ & w/o tool run-out
i, j Serial number of flutes
K, Kqc MFCs, q=t, r, a
Nt Total flutes number of the cutter
nt Spindle speed of cutter
pe Total milling steps
r r-axial radius of milling element

R Radius of cutter flute edge
r0 Tool run-out length
rmax r-axial radius of element where z=ap
T Transfer coefficient matrix
t Machining time
VB Average tool wear
VBj Tool wear of j-th flute
z z-coordinate of milling element
zju, zjd z-axial upper and lower boundaries of CWE
α0 Tool run-out angle
β Helix angle of cutter
βc Helix angle of cylindrical part of cutter
δ The errors of IMFs and experimental data
Δϕ Extra lag angle of cutter
κ a-axial angle of CWE
ρ Pearson correlation coefficient
Φ Boundaries of machining areas
Φ0, Φ1 Central angles of machining areas w/ & w/o tool run-out
ϕj r-axial angle of j-th flute of CWE
ϕmax Maximum center angle of real milling area
ϕp Pitch angle
ϕs Initial angle phase
ϕze r-axial angle of 1st flute of CWE when z=0
ψ Lag angle of cutter
ψmax Maximum lag angle of cutter

Fig. 1. Schematic diagram of a 3-flute ball nose milling cutter. (a) Flutes in front view (b) and top view. (c) Elemental chip in front view (d) and top view.

K. Zhu, Y. Zhang International Journal of Machine Tools & Manufacture 118–119 (2017) 37–48

38



tion formulas of in and out angles in milling were determined by the
iteration method, which improved the accuracy of the model, but the
run-out parameters were not discussed in detail. According to a
theoretical envelope model, Sun et al. [13] identified that the surface
error of the workpiece was caused by the inclination angle of the main
shaft, the angle and length of the tool run-out. However, the tool run-
out variations were not modified accordingly in the study. Li et al. [14]
proposed an approach to predict the cutting forces in five-axis milling
process with a general end mill considering the tool runout effect.
Based on the analytical model of cutting edge combined, the analytical
rotary surface formation was derived by each cutting edge undergoing
general spatial motion. In comparison with the true UCT calculated by
the trochoidal tooth trajectory model, the approximation error intro-
duced by the circular assumption is negligible while the computational
efficiency improves a lot. In the ultra-precision and micro-milling, the
runout effect is more significant, as it plays an important role on
impacting surface quality and tool wear [15].

On the other hand, tool wear is inevitable in the milling process,
and it is an important factor affecting the cutting mechanics and the
workpiece quality. The tool wear lead to the increases of MFCs [16],
increased the friction between the chip and the tool, and the increased
instantaneous force would then accelerate tool wear [17]. As a result,
the tool wear and cutting force were interacted. There were a lot of
worked carried out to investigate the cutting force on tool wear
mechanics and on tool wear monitoring. Kuljanic and Sortino [18]
introduced tool wear indicators which could be determined by the
features of cutting force signals, such as normalized cutting force and
torque-force distance. Huang et al. [19] developed an approach for
fault detection and diagnosis based on an observer model. A robust
observer was designed by applying an uncertain linear model for
describing the system. It was used as a tool wear estimator, and fault
detection was carried out by using the observed variables and cutting
force. Zhu et al. [20] studied the time-frequency characteristics cutting
force and found the variation feature of force waveforms was good for
on-line tool wear monitoring. Ibaraki and Shimizu [21] presented a
long-term control scheme of cutting forces to regulate tool life in end
milling. The cutting force was monitored only at every “check point”
but not continuously, and resulted in a simplified force estimation
scheme. The approach was claimed to have good generalization when
basic assumptions were met. A comprehensive tool condition monitor-
ing approaches based on smart spindle can be found in [22].

From the above analysis, the milling force models have been
extensively studied, but the studies were most concerned with the
overall milling cutting dynamics and using the average flank wear as
tool wear indication. In practice, due to tool runout and other
machining parameters, each tooth of the cutter has different interac-
tion with workpiece, and the wear of each tooth is not consistent. To
meet these difficulties, the instantaneous force per tooth is studied and
the tool runout is considered in ball-end milling in this study. An
improved cutting force model is developed to describe the cutting
mechanics and the relationship between the tool wear and the cutting
force per tooth. Details of the proposed model are developed in the
following sections.

2. Modeling of the three dimensional instantaneous milling
force per tooth

2.1. The instantaneous milling force model

This study intends to develop a general milling force model, and
without loss of generality, it focuses on a 3-flute ball nose end milling
cutter with constant helical lead for the convenience of discussion. This
is one of the most widely applied types of cutters in high speed milling.
The milling force can be modeled according to the cross-sectional area
of instantaneous milling [23,24]. The main geometric parameters of
the cutter edge are shown in Fig. 1. The hemispherical center of the

cutter is Q, and the Cartesian coordinate system O-xyz is established
with a point O, the hemisphere vertex, as its origin. The point P is on
the cutter edge of the j-th (j=1, 2, …, Nt) flute, where Nt is the total

flutes number of the cutter. The flute radius is R, with PQ
⎯→⎯

=R (mm) as
shown in Fig. 1a. The serial numbers of flutes are set in the counter
clockwise direction (Fig. 1b). The z-coordinate of point P is z (z > 0,
mm). The spindle speed nt is set in the clockwise direction.

The neighborhood at the point P in the z-axis direction is chosen as
the milling element, whose length is dz. The dynamic Cartesian
coordinate system P-tra is established with the point P as its origin,
and the t-, r- and a-axes are paralleled to the directions of instanta-
neous tangential, radial, and axial milling forces, as shown in Fig. 1a, c.
According to the basic formulas of the instant rigidity forces [25,26],
the elemental IMFs dFMj(t, z)=(dFtj, dFrj, dFaj)

T (N) in the P-tra
coordinate system of the point P are given as:

d dt z h t z b z j NF K( , ) = ( , ) ( ) ( = 1, 2, …, )tj jM (1)

where the elements in the matrix K=(Ktc, Krc, Kac)
T (N/mm2) are MFCs

in t-, r- and a-axes directions, which can be determined by the
identification method based on experimental data. The coefficients in
the matrix K are related to milling parameters and the material of the
workpiece and the cutter. The UCT hj (mm) and width db (mm) of the
un-deformed chip are also related to the geometrical parameters of the
cutter.

Referring to the geometry of the cutter in Fig. 1c, the un-deformed
chip width db in Eq. (1) is given as:

d db z z κ z( ) = ⋅csc ( ) (2)

where κ (deg.), ∠OQP in Fig. 1c, is the a-axial angle of the cutter-
workpiece engagement (CWE) of the point P, and it can be expressed
as:

⎧⎨⎩πκ z
z R z R

z R
( ) = arccos(1 − / ) ( < )

/2 ( ≥ ) (3)

The elemental IMFs dFj(t,z)=(dFxj, dFyj, dFzj)
T (N) in the x-, y-

and z-axes directions can be derived by coordinate transferring as:

d dt z t zF T F( , ) = ( , )j jM (4)

where the matrix T transforms the dynamic coordinate system P-tra
into the fixed coordinate system O-xyz, given as,

⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

ϕ κ ϕ κ ϕ

ϕ κ ϕ κ ϕ

κ κ

T =
− cos − sin sin − cos sin

sin − sin cos − cos cos
0 cos − sin

j j j

j j j , where ϕj is the r-axial angle

of the CWE.
The IMFs of each flute can be obtained by integrating the elemental

IMFs of each layer along the z-axis as:

∫ dt t zF F( ) = ( , )j
z

z

j
d

u

j

j

(5)

where the z-axial upper and lower boundaries of the CWE, zju and zjd
(mm), are determined by the r-axial angle ϕj (deg.), as shown in
Fig. 1b, which are correspond to the entry and exit moments of the
CWE respectively.

Based on the above formula, the overall model with milling time t
(s) can be derived as a single variable of 3D dynamic IMFs of a ball
nose cutter by summing up the IMFs Fj (N) of each flute. The
theoretical IMFs in the x-, y- and z-axes are given as:

∑t t tF F( ) = ( ) ( ≥ 0)
j

N

j
=1

t

(6)

Based on Eqs. (1) and (5), it requires a specific analysis of the milling
process parameters which are to be determined for the model of IMFs per
tooth to be solved. The variations of the UCT hj with tool run-out and the
z-axial boundaries [zju, zjd] of the CWE with the r-axial angle ϕj are to be
defined, which are studied in the below sections accordingly.
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2.2. Determination of the un-deformed chip thickness (UCT)

When not considering the influence of physical factors, such as
milling system chatter and the tool wear, the UCT hj at milling time t in
Eq. (1) can be derived similar to [27]. Based on the geometry of a ball
nose milling cutter in Fig. 1c, d, when the length dz of the milling
element at the point P approaches 0, hj is given as:

⎛
⎝⎜

⎞
⎠⎟h t z f κ z f ϕ t z κ z( , ) = sin( ( )) = sin ( , ) sin( ( ))r zj j (7)

where fz (mm s−1) is the feed rate of the workpiece. In accordance with
the position angles of a milling cutter in Fig. 1b, the r-axial angle ϕj is
given as:

ϕ t z ϕ t j ϕ ψ z( , ) = ( ) − ( − 1) − ( )ze pj (8)

where ϕp is the pitch angle and ϕp=2π/Nt, and ϕze is the r-axial angle
while the z-coordinate, z, of the first flute (j=1) is equal to 0. The initial
angle phase ϕs is equal to ϕze at the initial sampling time (t=0), and it's
related to the sampling selection time merely, given as ϕs∈[0, ϕp). ϕze

can be derived as:

πϕ t ϕ n t( ) = + 2 /60ze s t (9)

where nt (rpm) is spindle speed of the cutter.
The ψ (z) in Eq. (8) is the lag angle that is caused by the helical

shape of flutes, which can be determined through the geometrical
relations as:

ψ z z β z r z( ) = [ tan( ( ))]/ ( ) (10)

where β is the helix angle of the cutter. According to the geometric
model in Fig. 1 and Eq. (3), the r-axial radius r (mm) at point P and β
are then given as:

r z R κ z β z r z β R{ ( ) = sin( ( )) ( ) = arctan[( ( )tan )/ ]c (11)

where βc is the helix angle of cylindrical part of the cutter.

2.3. Determination of the boundaries of the cutter-workpiece
engagement (CWE)

When the milling is not deep slotting, the depth ap of milling is less
than cutter radius R, and the radial width aw of milling is not more
than r. It is reasonable to assume that the point P is at flute edge which
is located in the largest depth of cut, i.e., z=ap, as shown in Fig. 2a.
Based on Eq. (10), the maximum lag angle ψmax and the radius rmax at
maximum depth of milling can be derived respectively as:

⎧⎨⎩ψ ψ a a β Rr r a R R a= ( ) = ( tan )/ = ( ) = − ( − )p p c p pmax max
2 2

(12)

Without considering the feed rate fz of the workpiece, and with the
geometrical relations (Fig. 2a), the milling area can be divided into four
parts: the part I of the flute entry, the part II of the complete milling,
the part III of the flute exit and the part IV where the cutter isn’t
participating in milling. The corresponding central angles of each area
can be expressed successively as:

π πψ ψ ψ ψΦ = [ − − ]T
0 max max max max (13)

The counter clockwise direction is identified as the positive direc-
tion of extra lag angle Δϕ, which is related to fz, as shown in Fig. 2c. By
considering fz, the Δϕ is then given as:

Δϕ f r= arcsin( / )z max (14)

For each sub-milling area, considering the effect of fz, the corre-
sponding center angles of the four parts can be determined respectively
as:

π
N ϕ Δϕ

Φ Φ= +
2

[−1 0 1 0]t T
1 0

max
(15)

In the actual milling process, if the radial width aw of milling is less
than the radius at the maximum depth of milling rmax, as shown in
Fig. 2b, the maximum center angle ϕmax of real milling area is then
given as:

ϕ r a r= arccos[( − )/ ]wmax max max (16)

Generally, the equality holds with ψmax+ϕmax=2π. The unit step
function g, whose value depends on the relations between the
maximum center angle ϕmax of real milling area and the maximum
lag angle ψmax, is applied to characterize the discontinuous milling
process. The function g can be expressed as:

⎪

⎪

⎧⎨⎩g
ψ ϕ
ψ ϕ

=
1 ( ≥ )
0 ( < )

max max

max max (17)

It is noted that the projection of the milling direction in the x-axis is
the same as the feed direction of the workpiece in the part I, II and III
areas, i.e., the extra lag angle Δϕ is positive, as shown in the below
figure in Fig. 2c. The central angles in Eqs. (13) and (15) can be
modified as:

⎧
⎨
⎪⎪

⎩
⎪⎪

⎡
⎣⎢

⎤
⎦⎥

πψ ϕ ψ ϕ ψ ϕ ϕ ψ

Δϕ

Φ

Φ Φ

= [min( , ) − min( , ) 2 − − ]

= + −1

T

T
ψ ϕ

ψ ϕ
ψ ϕ
ψ ϕ

ψ ϕ
ψ ϕ

0 max max max max max max max max

1 0
min( , )

+
−
+

min( , )
+

max max

max max

max max

max max

max max

max max

(18)

The boundary can be illustrated by studying the column vector Φ,
with its i-th element represented as Φ (i). The boundaries of four areas
are calculated respectively as:

∑ Ni i i i i iΦ Φ( ) = ( ) ( ≤ ≤ 4; , ∈ )
i

i

=1
1 0 0 0

+

0 (19)

The z-axial milling boundaries of the CWE of the j-th flute at time t
are [zju, zjd]. The point P is selected on the y-axis at the initial moment
of milling. The position angle φj, which is a function in a period of the

Fig. 2. Position angles. (a) the CWE when aw=2rmax and (b) aw < rmax. (c) Expansion
diagrams of position angles.
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time variable t, can be expressed as φj (t)=ϕj (t, 0)−2kπ. For any t > 0,
there exists exactly one k∈N, which leads to φj∈[0, 2π). Table 1 shows
the z-axial boundaries [zju, zjd] in each milling areas. According to the
analysis of the z-axial boundaries [zju, zjd], the IMFs Fj per tooth in
Eq. (5) can be calculated.

2.4. Modeling of the un-deformed chip thickness considering tool run-
out

Since the tool run-out changes the state of the CWE, the UCT hj
needs to be modified based on the shape and the parameters of the tool
run-out, which results in periodic fluctuating milling forces [28]. At the
same time, the position error on the surface of the workpiece is formed,
and the surface roughness and milling stability are affected [29]. The
tool run-out is characterized by the run-out length r0 and the run-out
angle α0 [30,31], and the height of cutters is expressed as ah, as shown
in Fig. 3a.

Milling processes of two neighboring flutes of a ball nose end cutter
in the same z-axial depth of milling are shown in Fig. 3b without
considering the tool run-out. The point Qj and Q'j are the centers of the
current flute edge circles in the xOy plane without/with considering the
tool run-out. The run-out length r0=Q Q'j j, and the run-out angle α0 is
the angle between r0 and the tangent line of the first flute edge, as
shown in Fig. 3c. Similarly, the point Qi and Q'i are the centers of the
previous flute edge circles in the xOy plane without/with considering
the tool run-out, where i=1, 2, …, Nt. According to the series of flute
numbers in Fig. 1b, the relation of serial numbers of the current and
previous flutes is given as:

i j N N j N j N= − 1 + ⌊( + 1 − )/ ⌋ ( = 1, 2, …, )t t t t (20)

where the integral symbol⌊x⌋ represents the maximum integer which is
not more than the real variable x.

Under this condition, the variation of the UCT hj in milling is shown
in Fig. 3d. The Eq. (6) about hj is then modified accordingly as:

h t z h Δh Δh( , ) = max(0, + − )roj j j i( ) (21)

where Δhj and Δhi are the extra UCTs that are caused by the tool run-
out of the current and previous flutes respectively. They are expressed
as:

⎡
⎣⎢

⎤
⎦⎥Δh t z r κ z α ψ z k ϕ k i j( , ) = sin( ( ))cos + ( ) + ( − 1) ( = , )pk 0 0

(22)

According to above analysis of the z-axial boundaries [zju, zjd] and
the UCT hj(ro) in Table 1 and Eq. (21), the dynamic milling force per
tooth in Eq. (5) can be determined finally. Based on the Experimental
data and the theoretical milling force in Eq. (6), the overall approach is
tested and validated in the Section 3.

3. Experimental validation

3.1. Experimental setup

As in Section 2, 3-flute ball nose end milling cutters are chosen in
the experiments to validate the developed approach. The material of
workpiece is Inconel 718, the Ni-based superalloy. This material has
good physical properties in the high temperature environment, such as
the high strength, and it's used in the fields of aerospace, biomedical
and electronic devices etc. However, it has issues such as high cutting
force, high cutting temperature and that the cutter is easy to be worn in
high speed milling, which will lead to low quality or even defect
product. It is necessary to investigate the cutting force and tool
conditions so as to achieve optimized milling process. The milling
parameters and experimental conditions of the workpiece cutter
system and the sampling equipment are shown in Table 2. The IMFs
are measured by the Kistler 9119AA2 dynamometer, and the sampling
frequency is 50 kHz. The tool run-out is experimentally measured with
a dial gauge indicator when the spindle has rotated 360°.

The work platform is arranged on the high speed machining center
MIKRON HSM600U, as shown in Fig. 4a. Referring to the milling
parameters in Fig. 4b, the parameters of the depths of cut, the feed
rates of workpieces and the spindle speeds etc. are listed in Table 3. All
the tests are repeated three times to eliminate the uncertainties. The

Table 1
The analysis results of the CWE.

The position angle φj z-axial boundaries [zju, zjd]

Φ[0, (1)) z t z t Rφ β( ) = 0; ( ) = cotd u cj j j
Φ
Φ

0(1)

1(1)

Φ Φ[ (1), (2)) ⎧⎨⎩
⎛
⎝⎜

⎞
⎠⎟z t gR φ β

z t g a gRφ β

Φ
Φ
Φ
Φ
Φ

( ) = − (1)
(3)
(3)

cot

( ) = (1 − ) +
(1)
(1)

cot

d c

u p c

j j

j j

0

1

0

1
Φ Φ[ (2), (3)) ⎧⎨⎩

⎡
⎣⎢

⎤
⎦⎥z t R φ g g β

z t a

Φ Φ
Φ
Φ

( ) = − (1 − ) (2) − (1)
(3)
(3)

cot

( ) =

d c

u p

j j

j

0

1

Φ Φ[ (3), (4)) z t z t( ) = 0; ( ) = 0d uj j

Fig. 3. Effect of the tool run-out. (a) Type of run-out. (b) Modeling of UCT. (c) Run-out parameters. (d) Extra UCT.

Table 2
Parameters of experimental setup.

Parameters Specifications or values

Material of workpieces Inconel 718
Hardness of workpieces (HRC) 45
Size of workpieces bs×bw (mm) 112.5×40
Material of cutters Tungsten carbide
Type of cutters 3-flute ball nose
Types of milling Half-immersion, slotting
Measuring instrument Kistler 9119AA2
Sampling frequency f (kHz) 50
Milling steps pe 320
height of cutters ah (mm) 78
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diameters of ball nose end milling cutters are 5 mm (test 1–11) and
6 mm (tests 12–23). Two types of milling are half-immersion and
slotting, which are designed in multi groups of experiments. The cutter
completes milling the workpiece surface with the spindle speed nt in
each group of experiments, and the total milling steps is pe. The
rectangular size of the workpiece surface is bw×bs, and the total stroke
length of the cutter is pe×bs in each group of experiments.

Appropriate parameters of milling and run-out are selected for
validation of the theoretical model combining with calculation and
experimental milling forces. After calculating the UCT hj(ro), milling
force Fj and F, the error δ that is used to optimize parameters values is
obtained. Correlations of milling force Fj and wear VBj per tooth are
analyzed to determine the optimal wear monitoring parameter. The
overall methodology of theoretical model and experimental verification
of milling force is shown in Fig. 5.

3.2. Validation of the developed milling force model

Based on empirical studies, the wear curves of each flute edge in
milling shows that the tool wear increment is rather small in the steady
state period of the abrasive wear, and the wear shows significant
difference only after a certain long cutting stroke [32]. Therefore, the
stable periods of time before each 10 steps in every group of
experiments are chosen as the statistical sampling periods (SSPs).
Based on the experimental data, the algorithms of milling force model
are implemented to determine the run-out parameters r0 and α0 in
each experiment, calculate and sum up the IMFs F of each layer along
the z-axial direction in real-time for each step, in which the run-out
parameters r0 and α0 are increased by Δr and Δα respectively. It
obtains the optimal solution by minimizing the average error between
the experimental milling force FO and the model's. According to the
theoretical model and experimental data, the flow chart of the
modeling algorithm is shown in detail in Fig. 6.

The exemplary results are illustrated with the test 22 in Table 3.
The stable periods in 0.02 s before the end of milling in the 10th and
110th steps are selected as the SSPs. Milling forces Fx and Fy in each
steps with time t are shown in Fig. 7. The prediction amplitudes and
means of milling forces are in good agreement with the experimental
data in the x-axial direction. The amplitude and frequency variations
increase with the milling time, which is affected by the tool wear. As
shown in Fig. 7, there are three main peaks in one period on the
theoretical milling force curves, which correspond to the time when
flutes of the cutter are cutting the workpiece respectively. Theoretical
milling force are related to the tool run-out parameters.

Amplitude frequency characteristic curves of milling forces ob-
tained from both the experiments and the theoretical model are given
in Fig. 8. The larger amplitudes are concentrated in the low frequency
region mainly in the initial milling stage, and the theoretical model can
accurately describe the responses of milling force in the high amplitude
and low frequency region. Since the CWE hasn’t reached the stable

Fig. 4. Experimental setup. (a) Platform and (b) milling parameters.

Table 3
Machining conditions of experiments.

Test No. ap (mm) aw (mm) fz (μm/tooth) nt (rpm) Types of milling

1 0.2 1.960 30 8000 Slotting
2 0.2 1.960 10 10000 Slotting
3 0.2 1.960 30 10000 Slotting
4 0.15 1.706 50 10000 Slotting
5 0.2 1.960 50 10000 Slotting
6 0.25 2.179 50 10000 Slotting
7 0.2 1.960 30 20000 Slotting
8 0.2 1.960 30 30000 Slotting
9 0.15 0.075 50 10000 Half immersion
10 0.2 0.100 50 10000 Half immersion
11 0.25 0.125 50 10000 Half immersion
12 0.15 1.874 10 10000 Slotting
13 0.25 2.400 30 8000 Slotting
14 0.25 2.400 10 10000 Slotting
15 0.25 2.400 30 10000 Slotting
16 0.2 2.154 50 10000 Slotting
17 0.25 2.400 50 10000 Slotting
18 0.3 2.615 50 10000 Slotting
19 0.25 2.400 30 20000 Slotting
20 0.25 2.400 30 30000 Slotting
21 0.2 0.100 50 10000 Half immersion
22 0.25 0.125 50 10000 Half immersion
23 0.3 0.150 50 10000 Half immersion

Fig. 5. Methodology flow chart of the theoretical model and experimental verification of
milling force.
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state in the initial milling stage, and the cutter is in the period of
running-in wear, some high frequency and low amplitude interfering
signals are generated in this stage, which is more obvious in the y-axial
direction as shown in figures in the right column of Fig. 8. With the
milling progressing, the cutter is in the adhesive wear stage and the
wear is slowly increased after the initial stage before it becomes severe.
As shown in the single-sided amplitude spectrum in the 11th SSP, the
maximum amplitude appears in the middle frequency region, and the
interfering signals decreased significantly. Milling force spectrums of
the theoretical model agree with the experimental data highly. As the
noise interference is not included in the theoretical model, the response
amplitudes of IMFs in the model are larger than those of the
experimental data.

3.3. The tool run-out and instantaneous milling force

The tool run-out parameters are determined according to the
proposed model, and an example is shown in Fig. 9. Points in negative
and positive approximate lines are obtained by the judgment condition,
errors δ > 0, in algorithms respectively, as shown in Fig. 6. The errors

δ between the average theoretical instantaneous milling force (IMF) F
and the experimental measurement FO are given as:

δ F F F= ( − )/O O (23)

As can be seen, the run-out length r0 and angle α0 are increasing in
the initial milling stage, and then become relatively stable after some
time. As each experiment is carried according to the same setup, so the
tool run-out characteristics are mainly related to the tool wear. The
increase of tool wear leads to the larger tool run-out, and the increases
of run-out will then worsen the tool wear condition. The precision and
quality of the workpiece is affected seriously by the interaction of the
tool run-out and wear as a result.

Fig. 10a shows that errors δ are less than 1% in each milling
process. This is mainly due to the online updating of parameters of
milling and run-out in algorithms in Fig. 6, which would improve the
accuracy of the force prediction largely. The characteristics of milling
force F are shown in Fig. 10b, which in the x-, y- and z-axes increase
with the milling time. There are two outlier regions in the experimental
Fx due to data acquisition errors, which are eliminated in the analysis.
The largest increment of F is in the x-axis, and it is smaller in the feed

Fig. 6. The flow chart of instantaneous milling for modeling.

K. Zhu, Y. Zhang International Journal of Machine Tools & Manufacture 118–119 (2017) 37–48

43



Fig. 7. Theoretical and experimental IMFs in feed (x-axial) and normal (y-axial) directions in the 1st and 11th SSPs.

Fig. 8. Spectrums of theoretical and experimental IMFs in feed (x-axial) and normal (y-axial) directions in the 1st and 11th SSPs.
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Fig. 9. Parameters of the tool run-out. (a) Run-out lengths r0 and (b) angles α0.

Fig. 10. Results of test 22. (a) The errors of force prediction (b) average theoretical and experimental force.

Fig. 11. Tool wear when (a) in pre-experiment, (b) in 6th, (c) 19th and (d) 31st SSPs.
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and y-axis directions. Since the tool wear is severe in the later period of
milling, and there is a larger vibration effect on the cutter in z-axis,
which leads to the significant increase of force in this direction.

It will be seen from the analysis that the tool wear is the main factor
causing the increasing of the tool run-out parameters and the
instantaneous force in milling, which affects the quality of milling. So
it has an important theoretical significance and value in engineering to
analyze and predict the tool wear.

3.4. The tool wear per tooth and force coefficients

Due to tool runout effect, each tooth of the cutter has different
interaction with workpiece, and the wear of each tooth is not
consistent. The tool wear per tooth and it correlation to the instanta-
neous force per tooth are studied to overcome this problem and to
improve the accuracy of the correlation analysis. The process of the tool
wear is shown in Fig. 11 in experiments. The tool wear has been
evident in the 19th statistical sampling period (SSP), and the tool wear
is severe in the 31st SSP at the end of experiments that shown in
Fig. 11d. The tool wear per tooth are measured with a three-coordinate
measuring machine, equipped with an industrial camera, a light source
and a telecentric lens. To ensure the consistency in the whole
machining process, each tooth was marked before the measurement.
The tool flank wear per tooth is then obtained by counting the pixels of
the wear length in the full tool image, which is captured by an
industrial camera with 2 Megapixels. Tool wear curves of the experi-
mental data are shown in Fig. 12. Each wear curve of the cutter's j-th
flute is the anti-S shape and the trend is consistent with the typical tool

wear curve in the metal cutting process [33]. The flank wearing process
could roughly be divided into three regions. In the initial stage, the
edge of the fresh tool is worn fast when the cutting starts, and this is
followed by a gradual, approximately linear adhesive tool wear devel-
opment area with milling process progressing. At the end of this
progressive stage the wear land reaches a critical point and the flank
wear increases exponentially or even leads to tool break. The tool must
be replaced before reaching the critical limit to avoid tool failure. The
tool wear monitoring is analyzed primarily by studying the instanta-
neous milling force and its variation features.

Based on milling force FO in x-, y- and z-axes obtained from
experiments, the force coefficients K are obtained by a fast calibration
algorithm for identification of K that is proposed by Budak et al.
[23,34]. The absolute values of K in the t-, r- and a-axes increase with
milling time t.

According to curves of K and the average tool wear VB in Fig. 13a,
compared to Ktc and Krc in t- and r-axes, the change of the a-axial Kac in
experiments is 3.01 and 5.89 times of the other two's, respectively. It
shows that the a-axial Kac is most sensitive to the change of VB based
on correlation analysis. The correlation coefficients ρ and p-values P of
bilateral significance level α=95% in two-tailed tests of K and VB are
given as:

ρ VB VB σ σ P VB ρ α HK K K{ ( , ) = [cov( , )]/( ) ( , ) = 2 min{Pr( ≤ 1 − /2 )}VBK

(24)

where the covariance cov(K, VB)=E[(K−E(K))∙(VB−E(VB))]. E is the
expectation of variables, and σ is the standard deviation of variables. Pr
is the conditional probability of correlation coefficients ρ, which follows
the Student t-distribution in the statistical hypothesis test H, given as
[35]:

H ρ H ρ{ : = 0 : ≠ 00 1 (25)

where the null hypothesis H0 indicates that there are no linear
correlations of variables K and VB. Hypothesis H1 refers to that there
are linear correlations, whose degree is represented by correlation
coefficients ρ, ρ∈[−1, 1]. The null hypothesis H0 is rejected explicitly
when p-values P < 0.01, that is, correlations of K and VB are
significant.

The correlation coefficients with Eq. (24) are shown in Fig. 13b. As
can be observed, the correlation coefficients ρ of K and the tool wear
VBj of the j-th flute in the t-, r- and a-axes are all above 0.8, and the
correlation coefficients ρ of Kac and VBj of all three flutes are about
0.95. The p-values of bilateral significance levels are far less than 1%,
which indicates a significant correlation between Kac and VBj.

By studying the correlation of the instantaneous milling force and
the tool wear, it can be found that the dynamics of IMFs, especially the
component in z-axis, reflect the progressing of tool wear per tooth. As

Fig. 12. Tool wear VB per tooth in test 22.

Fig. 13. (a) Relations and (b) correlations of MFCs K and tool wear VB per tooth.
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an example, according to the algorithms flow chart in Fig. 6 and the
resultant force in Eq. (6), the curves of the resultant forces F1, F2 and
F3 per tooth and the tool wear per tooth are shown in Fig. 14a. The
variation tendency of F1, F2 and F3 are the same generally, and the
differences among the flutes in same milling time are mainly due to the
tool run-out effect, which leads to different chip thickness and cutting
force as a result. The Pearson correlation coefficients ρ of milling force
Fzj in z-axis and VBj are above 0.9, as shown in Fig. 14b. The p-values
of bilateral significance levels are far less than 1%, which indicates that
there is a significant correlation between Fzj and VBj. Milling force Fxj
in x-axis is influenced by the feed rate and the material of workpieces,
while milling force Fzj in z-axis is most sensitive to the tool wear per
tooth. As a result, as shown in Fig. 14, the tool wear can be monitored
by studying the dynamic features of Fzj in real time.

4. Conclusions

This study develops a model of instantaneous cutting force per
tooth with inclusion of tool run-out effect, and it is validated with high
speed ball nose milling experiments under varied working conditions.
In this approach, the milling forces are elaborated and modeled on
each tool tooth according to the instantaneous geometric relationship
and the explicitly determined tool-workpiece engagements. With the
inclusion of tool run-out effect, the improved chip thickness model
could reflect the real cutting dynamics and tool wear per tooth
conditions accurately. The results of each milling pass have shown
that the maximum error of the average predicted milling forces against
with the experimental data is less than 1%. It is found that the
instantaneous milling forces and the tool wear per tooth are more
closely correlated when considering the tool run-out effect. The results
also indicate that the resultant force in the z-axis direction is sensitive
to the tool wear per tooth, with correlation coefficient above 0.9. In this
aspect, in the future study, the feedback of the instantaneous axial
resultant force would be further investigated for tool wear monitoring
and for adaptive machining process control.
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