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Abstract

In this work, calibration-free laser-induced breakdown spectroscopy (CF-LIBS) is used to analyze a certified stainless steel

sample. Due to self-absorption of the spectral lines from the major element Fe and the sparse lines of trace elements, it is

usually not easy to construct the Boltzmann plots of all species. A standard reference line method is proposed here to

solve this difficulty under the assumption of local thermodynamic equilibrium so that the same temperature value for all

elements present into the plasma can be considered. Based on the concentration and rich spectral lines of Fe, the Stark

broadening of Fe(I) 381.584 nm and Saha–Boltzmann plots of this element are used to calculate the electron density and

the plasma temperature, respectively. In order to determine the plasma temperature accurately, which is seriously affected

by self-absorption, a pre-selection procedure for eliminating those spectral lines with strong self-absorption is employed.

Then, one spectral line of each element is selected to calculate its corresponding concentration. The results from the

standard reference lines with and without self-absorption of Fe are compared. This method allows us to measure trace

element content and effectively avoid the adverse effects due to self-absorption.
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Introduction

In the past 20 years, laser-induced breakdown spectroscopy

(LIBS) has developed rapidly as a new material composition

analytical technique due to its technical superiority, such as

non-contact, needless sample pretreatment, theoretical

detection capability of all elements, and fast measuring

speeds. Normally, the univariate or multivariate regression

models is used to analyze the sample composition which is

required for calibrated samples or standards investigated

with identical matrices and identical experimental param-

eters (e.g., laser energy, spot diameter). However, it is

difficult to obtain a series of matrix-matched standard sam-

ples in some applications. Calibration-free laser-induced

breakdown spectroscopy (CF-LIBS) takes the matrix into

account as a part of the analytical problem which analyzes

the matrix together with the analyte instead of looking at

the matrix as an external disturbing interference.1

Therefore, it has inspired many researchers’ enthusiasm

since it was first proposed by Ciucci et al.2 in 1999.

Calibration-free laser-induced breakdown spectroscopy

had been widely used for various samples and different

research fields, e.g., all kinds of alloys2–8 and their

oxides,9–12 glasses,13 pigments,14,15 soils and rocks,7,16–18
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meteorites,19 coral skeletons,20 and human hair.21 Even

with these advantages, CF-LIBS quantitative calculation

results have not reached the expected precision of the trad-

itional quantitative analysis technology, which is mainly

because some of the basic assumptions, including optical

thinness, are not fully met. Self-absorption strongly reduces

the analytical accuracy of major elements, thus reduced the

accuracy of minor and trace elements for the existence of

closed equation. The classical CF-LIBS requires construct-

ing Boltzmann plots for all species, but the observable lines

of trace elements are commonly scarce which results in a

poor accuracy.

Sun et al.22 proposed a simplified procedure (internal

reference for self-absorption correction [IRSAC]) for cor-

recting self-absorption effects in calibration-free analysis.

First, an internal reference line for each species is chosen

and then the spectral line intensity of the same species is

compared with the reference line to estimate self-absorp-

tion degrees of other spectral lines that finally achieves an

optimal correction by using a regressive algorithm. This

method greatly reduces the analysis time, but still needs

an iterative regression calculation. However, the method

also faces many problems in practice. The spectral lines of

different species are affected differently by self-absorption,

which leads to inconsistent plasma temperatures when

using the IRSAC technique. Dong et al.23 proposed an

internal reference–external standard with iteration cor-

rection (IRESIC) method base on IRSAC. In order to

obtain a more accurate plasma temperature, they used a

standard sample to simulate the accurate plasma tempera-

ture of the unknown samples using the genetic algorithm

(GA). The proposed method demonstrates a significant

improvement in accuracy compared with the classical

CF-LIBS in the quantitative analysis of aluminum–bronze

alloy samples due to the integrated merits of internal

reference line usage and accurate plasma temperature

evaluation. However, IRESIC does not reduce the compu-

tation time but needs a standard sample. In order to

overcome the inaccuracy of relative efficiency correction

(REC) and transition probability, Cavalcanti et al.24 pro-

posed a one-point calibration LIBS method (OPC-LIBS).

The method calibrates the experimental spectrum with a

standard copper-based sample that has a known compos-

ition and concentration. The relevant calibration data are

applied to the calculation of the four copper-based sam-

ples. The results on the application of OPC-LIBS show that

the procedure, basically simple and as fast as the usual CF-

LIBS approach, maintains all the advantages of the calibra-

tion-free method in terms of independence on the matrix

effect while offering the possibility of compensating for the

lack of precise information on crucial parameters which are

essential for the application of the CF-LIBS analysis.

Because the Zn of one sample was too low to construct

a Boltzmann plot, the corresponding concentration infor-

mation is not available.

In view of the significant potential of CF-LIBS in the real-

time online analysis, to improve accuracy and save analysis

time of CF-LIBS is still an important task. Taking into

account the rich spectral lines of major elements, only

few spectral lines of the trace elements can be observed

in the experiment. Based on local thermodynamic equilib-

rium (LTE), the plasma temperature and electron density

can be calculated using the spectral lines of the major elem-

ent. In order to reduce the impact of self-absorption on

the temperature calculation, an automatic removal spectral

line algorithm is employed. The concentration is calculated

using a standard reference line, without having to construct

the Boltzmann plots for all species. We try to use this

method without self-absorption iterative correction to

improve the accuracy of CF-LIBS and reduce analysis time.

Experimental

The experimental system has been detailed illustrated in a

previous paper.25 The experimental system consists of a

Q-switched Nd:YAG laser (Beamtech Optronics) with

output wavelength of 1064 nm, energy �50 mJ/pulse and

pulse width �9 ns. The laser beam is reflected by a mirror

and focused onto the sample surface by a quartz lens with

focal length of 100 mm. In order to avoid breakdown in air

and increase the signal strength, the sample surface is pos-

itioned approximately 2 mm above the focal plane. The

plasma emission spectrum is gathered by a lens, transmitted

through a fiber (Ocean Optics, 0.22 NA) and guided into an

echelle spectrograph (Andor Mechelle ME 5000) providing

an instant record of a wide wavelength range of 200–

850 nm in one acquisition. The resolution of the echelle

spectrograph is 4000. Before the experiment, the wave-

length calibration and REC are carried out. For the experi-

ment carried out under atmospheric pressure, the standard

steel sample is placed on a xyz-translation stage. The sam-

ples are certified steel alloy samples with concentrations of

Al 0.0516%, Cr 9.2406%, Fe 88.5111%, Mn 0.8411%, Ni

0.1404%, and Si 1.2152%. In order to overcome the laser

energy fluctuations, a single-shot analysis is used. In the

process of our experiment, the gate pulse delay is 5 ms

and the gate pulse width is fixed at 0.3ms. A schematic

representation of the instrument is shown in Figure 1.

Results and Discussion

The Electron Density and the Plasma Temperature

For the electron density, there is a hypothesis that the Stark

effect is the dominant mechanism of spectral line broadening

compared with Doppler broadening or collision broadening

due to collisions with neutral atoms and other pressure

broadening mechanism (e.g., resonance broadening or Van

der Waals broadening). The validity of this assumption

has been extensively investigated by previous authors.26–29
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Stark broadening can be used to calculate the electron dens-

ity in plasma. The following expression relates the line width

to electron and ion densities.30

�lobs � w½1þ 1:75að1� 075rÞ�
Ne

1016
ð1Þ

where Ne is the electron density �lobs is the measured half

width at half-maximum (HWHM); in this case a is a param-

eter giving the ion contribution, r is the ratio of the mean

distance between ions to the Debye radius, and w is the

HWHM Stark width caused by the electron density. In gen-

eral, the ion contribution can be ignored. In this work,

w¼ 0.014� 0.003 nm for Fe(I) 381.584 nm31 is chosen for

analysis. Figure 2 shows the electron density calculated by

Stark broadening. The coefficient of variation is 4.8% that

shows a good stability in the same experimental conditions.

Under the assumption of LTE, the Saha equation one can

relate the ratios of line intensities from different ionization

stages to temperature through an equation similar to that

using the Boltzmann equation. The Saha–Boltzmann plot had

been used to CF-LIBS analysis.32,33 In this work, we will only

highlight the relevant principles. As is well known in on optic-

ally thin plasma the relative intensities, I of the lines emitted

from a given state of excitation can be used to calculate the

electron temperature, by the expression:

ln
I1�1
A1g1

� �
� ln

I2�2
A2g2

� �
¼ �

E1 � E2 þ EIP ��E

kBT

þ ln 2
ð2pmekBÞ

3=2

h3
T3=2

Ne

� �

ð2Þ

Figure 2. The electron densities for different experiment numbers from Stark broadening of Fe(I) at 381.584 nm under the same

experimental conditions. The empty squares represent the electron densities for different experiment numbers, the full square rep-

resents the average value, and its error bar is the standard deviation of the average.

Figure 1. Schematic of the experimental setup for CF-LIBS measurement.
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The subscript 1, 2 are representative monovalent ions

and atoms, respectively. I is the line integral intensity, � and

A are the transition wavelength and probability, E and g are

the energy and statistical weight of the upper level, EIP is the

ionization energy of atom, DE is the correction of ioniza-

tion energy for interactions in the plasma (due to small

scale polarization of the plasma, or the tendency of elec-

trons and ions to be surrounded by particles of the oppos-

ite charge), kB and h are the Boltzmann and Planck

constant, me is the electronic mass, and T and Ne are the

plasma temperature and electron density, respectively.

Ne is obtained independently from measurement of line-

broadening, as mentioned above.

The experimental sample is a stainless steel in which

major element is iron (Fe). Due to the rich spectral lines

of iron, it is selected for calculating the plasma temperature.

In order to determine plasma temperature overcome the

impact of self-absorption using the Saha–Boltzmann plot

method, a pre-selection procedure presented by Aydin

et al.34 is employed. All of the fitting area of spectral lines

from matrix element is brought into the Saha–Boltzmann

plot to calculate the temperature and eliminate the spectral

line with the maximum deviation until R2> 0.98. This

method can effectively eliminate the influences of spectral

overlap and self-absorption by eliminate inappropriate

spectral lines. The plasma temperatures are calculated

respectively by Saha–Boltzmann plot with different electron

density is shown in Figure 3. The coefficient of variation is

2.3%, which shows better stability than electron density.

The McWhirter criterion35 is used to validate LTE

assumption:

Neðcm
�3Þ4 1:6� 1012T

1
2ð�EnmÞ

3
ð3Þ

Where �Enm is the largest energy gap between upper

and lower energy states that corresponds to one of the

spectral lines used. By substituting the average plasma tem-

perature calculated using the Saha–Boltzmann plot
�T � 12000K and �Enm � 5ev into Eq. 3, the threshold

electron density is about 2:2� 1016 cm�3. It can be seen

that the mean value of the experimental electron density

3:98� 1017 cm�3
� �

is much larger than the threshold elec-

tron density.

The Element Content of the Sample

In an LTE approximation, the line intensity corresponding

to the transition between two levels Ei and Ei of an atomic

species s can be expressed as:

Iji ¼ FNsAji
gj

UsðT Þ
exp �

Ej

KBT

� �
ð4Þ

where F is the experimental parameter, Ns is the

atomic number density, Aji is the transition probability, gi
is the degeneracy, and Us is the partition function for

the emitting species s at the temperature T which can be

Figure 3. The plasma temperature calculated using the Saha–Boltzmann plot for different experiment numbers. The empty squares

represent the temperature for different experiment numbers, the full square represents the average value, and its error bar is the

standard deviation of the average.
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calculated as:

UsðTÞ ¼
Xn
j¼1

gj exp �
Ej

kBT

� �
ð5Þ

The spectral intensity can be obtained from the experi-

ment, and then the plasma temperature and electron

number density can be calculated by the methods men-

tioned above. The rest of the related parameters can be

obtained from the NIST database.36 Classic CF-LIBS obtains

the relative content of each species from the intercept

of Boltzmann plot.2 But spectral lines of minor or trace

elements are difficult to observe in an experiment, most

time only the resonance lines can be observed and used for

the calculation. For example, only four spectral lines of

aluminum (Al(I) 308.215 nm, 309.271 nm, 394.401 nm, and

396.152 nm) are found in our experiment. Computing its

concentration from intercept is not realistic. In the mean-

time, due to the difficulty of finding peaks, identifying spec-

tral lines and overlapping of spectral lines, many lines are

not suitable for computing element concentrations. It can

be seen from Eq. 4, each atomic spectral line can be used to

derive a corresponding atomic number density NsðlineÞ. For

each element, the atomic spectral line with high strength is

chosen as the standard reference line to calculate concen-

tration without considering the effect of self-absorption.

The spectral lines that are chosen and their related par-

ameters are listed in Table 1. Extreme case, one could

deduce the atomic number density by using only one spec-

tral line. It will be good for improving the detection limit of

trace elements and the computing speed. At the same time,

the spectral lines of some elements overlap with the lines of

the major element Fe. Furthermore, considering the influ-

ence for the spectral line intensity from the uncertainty of

REC and the transition probability, a threshold is needed.

The element concentration calculated with the reference

line serves as the reference concentration. The element

concentration calculated with the remaining lines of the

element can then be compared with the reference concen-

tration. If the relative error is greater than the threshold for

one line, then this line will be abandoned. Considering the

influence mentioned above, the threshold is set to 30%.

In order to determine accurately, our calculation contains

three successive ionization states. The ionization energy for

different ionization states can be obtained from the NIST

database.36 Finally, one can get the relative content of each

element by the closed equation.

Xm
s¼1

Xn
z¼1

FNz
s ¼ 100% ð6Þ

where the superscript z represents different ionization

states. Tognoniet et al.1 introduced a measure of the overall

accuracy of the CF-LIBS results. The vector M and C is the

results of the CF-LIBS measurement and the nominal con-

centration, respectively. The distance (dist) between two

vectors can be expressed as:

dist ¼
Xn
s¼1

abs Cs �Msj j ð7Þ

Where the index s represents various elements. The dist

and CFe �MFe are shown in Figure 4.

The average value dist is about 33. The correlation coef-

ficient of dist and CFe �MFe is 0.99. As mentioned by

Tognoniet et al.,1 a distance of a few units is a reasonably

good result, while a distance of the order of tens can be

considered as a poor result. The main cause is the under-

estimate of Fe. Fe is the major element and Fe(I)

404.581 nm has a clear self-absorption. The weakened

intensity of Fe(I) 404.581 nm leads to underestimation of

the Fe concentration MFe, with consequences over the

evaluation of the global sample composition.

In order to overcome the influence of self-absorption

from matrix elements, Fe(I) 374.590 nm is selected as the

standard reference line to calculate concentration which is

considered unaffected by self-absorption. The dist and

CFe �MFe for Fe concentration from the standard refer-

ence line Fe(I) 374.590 nm is shown in Figure 5. All the

values of dist are less than 10, while the mean value is

approximately equal to 5.18. A suitable standard reference

line can effectively avoid the influence of self-absorption.

Table 1. The spectral lines which are chosen as standard reference line and their related parameters.

Species �DðnmÞ Aijðs
�1Þ Eiðcm

�1Þ Ej ðcm
�1Þ gi gj

Al 396.152 9.80Eþ 07 112.06 25 347.76 4 2

Cr 540.978 6.20Eþ 06 8307.5753 26 787.464 9 7

Fe 404.581 8.62Eþ 07 11 976.239 36 686.176 9 9

Mn 403.076 1.70Eþ 07 0 24 802.25 6 8

Ni 349.296 9.80Eþ 07 879.816 29 500.674 5 3

Si 288.158 2.17Eþ 08 6298.85 40 991.884 5 3
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By comparing Figure 4 and Figure 5, one can see that the

accuracy of the matrix element seriously affects the final

results due to the influence of the closed equation.

Conclusion

In this work, CF-LIBS with a standard reference line is used

to analyze a stainless steel sample. The plasma temperature

and electron density calculated using the Saha–Boltzmann

plot and Stark broadening show good stability for 30 spectra

from the same sample. The coefficient of variation for

plasma temperature and electron density are 2.3% and

4.8%, respectively. Calibration-free laser-induced break-

down spectroscopy with standard reference lines calculate

the concentration of Al, Cr, Fe, Mn, Ni, and Si. Because of

the influence of self-absorption, the concentration of Fe

from the Fe(I) 404.581 nm is far lower than the nominal

concentration. The dist is bigger than 20. In order to

abate the effect of self-absorption, Fe(I) 374.590 nm is

selected as a new standard reference line to calculate

Figure 5. The distribution and CFe–MFe for Fe concentration from the standard reference line Fe(I) at 374.590 nm.

Figure 4. The distribution and CFe–MFe for Fe concentration from the standard reference line Fe(I) at 404.581 nm.

Dong et al. 1987



concentration. The dist is less than 10 by using a standard

reference line without self-absorption. This method with-

out standard samples and iterative calculation can effect-

ively reduce the calculation time, weaken the influence of

self-absorption, and improve the accuracy of trace elements

quantitative analysis.
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