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Abstract— Longwave infrared (LWIR) spectroscopy is useful
for detecting and identifying hazardous clouds by passive remote
sensing technology. Gaseous constituents are usually assumed
to be thin plumes in a three-layer model, from which the
spectral signatures are linearly superimposed on the brightness
temperature spectrum. However, the thin-plume model performs
poorly in cases of thick clouds. A modification to this method
is made using synthetic references as target spectra, which
allow linear models to be used for thick clouds. The prior
background, which is generally unknown in most applications,
is reconstructed through a regression method using predefined
references. However, large residuals caused by fitting errors may
distort the extracted spectral signatures and identification results
if the predefined references are not consistent with the real
spectral shapes. A group of references are generated to represent
the possible spectral shapes, and the least absolute shrinkage and
selection operator (LASSO) method is used to select the most
appropriate reference for spectral fitting. Small residuals and
adaptive identification are achieved by automatically selecting the
reference spectrum. Two experiments are performed to verify the
algorithm proposed in this article. Ethylene is adaptively detected
during an indoor release process, and the spectral shape varies
with the amount released. In addition, ammonia is measured
under different humidity conditions, and the background is
adaptively removed using the LASSO method. Based on this
research, LWIR remote sensing technology can be applied in
various target-detection scenarios, and adaptive identification is
achieved to promote hazardous cloud detection.

Index Terms— Brightness temperature spectrum, least absolute
shrinkage and selection operator (LASSO), longwave infrared
(LWIR), remote sensing.

I. INTRODUCTION

REMOTE sensing is a powerful method for the detection
of hazardous clouds allowing early warnings, which is

important in many situations. Many techniques have been
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proposed to solve the identification problem of hazardous
clouds, for example, infrared remote sensing [1], laser
methods [2], and photoacoustic spectroscopy [3].

Among these remote sensing technologies, passive infrared
remote sensing technology with longwave infrared (LWIR)
spectroscopy is useful for identifying and classifying
hazardous clouds. In out-field detection, most natural or
anthropogenic objects are radiation sources that account for a
major portion of the input energy measured by remote sensing
instruments, and atmospheric constituents cause interference
or clutter, hindering the classification of hazardous gases.
The simplest way to deal with this interference is subtracting
the measured background from the results or substituting
neighborhood areas from the measured spectrum [4]–[6].
However, for most application scenarios, such as explosive gas
confirmation or emergency support [7], [8], pure background
information is usually difficult to obtain in advance, in which
case the false alarm rate may increase because a background
containing target information is subtracted and the detection
rate may decrease if a background that is very different from
the viewing background is subtracted. Some statistical detec-
tion algorithms have been proposed to overcome this problem.
Multiple background objects can be measured simultaneously
through hyperspectral imaging data, which enable the
analysis of the distributed parameters of the background with
statistical meaning [9]. By assuming a defined background
distribution and regarding the gaseous plume as anomaly
data represented by a heavy-tail distribution, the matched
filter detector and adaptive coherent estimator can be applied
in gas identification [1], [10]. These classification detectors
are hindered by including the target gas pixels in statistical
analyses without confirming the target and background pixels,
and the detection rate is low due to atmospheric clutter
information being retained in the spectra. Beil et al. [11]
proposed a detection algorithm based on the brightness
temperature (resolved in the spectrum) transformed from the
radiance with the inverse function of Planck’s radiation law.
In the brightness temperature spectrum regime, the background
objects are treated as baseline shifts because their signatures
are generally slowly varying functions of the frequency, and all
gas features are linearly superimposed on the baseline, which
enables the reconstruction and removal of the background from
the measured spectrum without background information [12].
The brightness temperature spectrum detection algorithm
uses simulated references to obtain regression coefficients
by fitting a single measured spectrum using the
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Fig. 1. Passive infrared remote sensing of hazardous clouds.

ordinary least squares (OLS) method. The background
spectrum is reconstructed by the multiplication of background
references and the corresponding regression coefficients,
and the target signatures are extracted by subtracting the
reconstructed background from the measured spectrum.
This method works well in thin-plume cases and requires
a simulated atmospheric spectrum similar to the measured
conditions. However, this approach lacks adaptivity for the
thick-cloud cases and different atmospheric conditions, for
which improper references can lead to errors. A nonlinear
optimal estimation procedure can be applied in the thick-
cloud conditions, but it requires gas identification prior
to implementation [13]. Thus, background removal and
target identification are generally difficult to simultaneously
accomplish from real-time measurements.

In recent machine-learning research, the least absolute
shrinkage and selection operator (LASSO) method has been
effectively advanced for data mining [14]. It has two main
applications: feature selection and variable selection [15], [16].
Many band-selection algorithms have been proposed for hyper-
spectral image classification [17]–[19]. These algorithms use
the “feature selection” function of LASSO to refine the model
and obtain accurate classification results.

Here, we propose a detection algorithm for hazardous
clouds based on the LASSO algorithm using its “variable
selection” ability. If a group of references are simulated
to indicate different cloud thicknesses, the most appropriate
target reference can be chosen from the data set accord-
ing to the measured spectrum. The same procedure applies
to different atmospheric conditions. Through this “variable
selection” procedure, we can obtain the most likely targets
and atmospheric references from single measurements. The
background is reconstructed with smaller residuals than those
that result from the OLS method, and the target reference
is approximately achieved for further qualitative and quan-
titative analyses. Through research on detection algorithms
based on LASSO, LWIR remote sensing technology can be
adaptively used for various target conditions and atmospheric
environments, and better classification results are achieved by
improving the feature-extraction process.

II. DETECTION THEORY

A. Theory of LWIR Remote Sensing Technology

A vapor cloud is described by a simple three-layer model,
as shown in Fig. 1. The first layer is the atmospheric layer,
the second layer is the hazardous cloud, and the third layer

is the background layer, which includes natural and anthro-
pogenic objects. The distance between the spectrometer and
the background objects is usually within several kilometers,
and it is reasonable to assume that each layer is uniform
and at same temperature. The hazardous cloud is dispersed
through a wide range and fully fills the field of view of
the spectrometer along the sight line. The radiance received
by the spectrometer is the radiance propagated from the
background objects through all layers, which is denoted by
Lmeas(υ) (W/m2 · Sr · cm−1)

Lmeas(υ) = (1 − τatm(υ))Batm(Tatm, υ)

+ τatm(υ)[(1 − τhc(υ))Bhc(Thc, υ)

+ τhc(υ)Lb(υ)]. (1)

The subscript meas refers to the spectrum measured by the
spectrometer, the subscript atm refers to the atmosphere,
the subscript hc refers to the hazardous clouds, and the
subscript b refers to the background objects. Hereinafter, all
instances of these subscripts have the same meaning. τ is
the transmittance of one layer, B is the blackbody radiance
at temperature T, and Lb is the radiance of background
objects before the plume. All parameters are resolved with
wavenumber υ.

In an out-field scenario, the hazardous cloud is dispersed
quickly and adequately mixed with the atmosphere, the first
layer is at the same temperature as that of the second layer
(Tatm = Thc), and the radiance of the first two layers is
equivalent (Batm = Bhc). The transmittance of the first two
layers can be combined into one layer by setting τatm&hc =
τatmτhc. Upon substituting τatm&hc into (1), the three-layer
model can be simply written as follows:
Lmeas(υ)=(1 − τatm&hc(υ))Bhc(Thc, υ)+τatm&hc(υ)Lb(υ). (2)

This equation can be expressed in ratio form as follows:

τatm&hc(υ) = Lmeas(υ) − Bhc(Thc, υ)

Lb(υ) − Bhc(Thc, υ)
. (3)

The radiance is transformed to the brightness temperature
according to the inverse Planck’s radiance law

T(υ) = hcυ

k ln
[

L(υ)+2hc2υ3

L(υ)

] (4)

where h is the Planck’s constant, c is the speed of light, and
k is the Boltzmann’s constant.

In the brightness temperature spectrum, two constant tem-
peratures are used to describe the background objects and the
environment. By combining (4) and (3), we can obtain the
following equation:

τatm&hc(υ) = Tmeas(υ) − Thc

Tb − Thc

= e−α(υ)CL (5)

where T(υ) is the brightness temperature spectrum, Tb is
the temperature of the background objects, which are usu-
ally assumed to be blackbodies or gray bodies, α(υ) is the
absorption coefficient spectrum, and CL is the concentration

Authorized licensed use limited to: Hefei Institutes of Physical Science. Downloaded on June 02,2020 at 07:41:55 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LI et al.: ADAPTIVE DETECTION ALGORITHM FOR HAZARDOUS CLOUDS 3

path length, which is the product of the concentration and path
length.

The spectral signatures of the atmosphere and the signature
of the vapor cloud appear on a constant baseline in the
brightness temperature spectrum. Using �T = Tb − Thc as
the temperature difference between the background and the
environment and STmeas(υ) = Tb − Tmeas(υ) as the spectral
signatures in the spectrum, (5) can be written as follows:

STmeas(υ) = �T(1 − τatm&hc(υ)). (6)

In far-field detection, the total transmittance τatm&hc is the
product of the transmittance of the atmosphere and that of
vapor clouds as follows:

τatm&hc(υ) = τatm(υ) · τhc(υ)

= e−[ (α(υ)CL)|atm+(α(υ)CL)|hc]. (7)

The features of hazardous clouds are extracted by subtrac-
tion of the atmospheric interference before identification. Since
the multiplication form in (7) is hard to directly use for target
extraction, a simple linear model is proposed to alleviate this
problem.

B. Simple Linear Model and Target Feature Extraction by
the OLS Method

If the target cloud is a single thin plume, the transmit-
tance is approximately written as a linear combination of the
atmosphere and the target cloud

τatm&hc(υ) ≈ 1 − (α(υ)|atm · CL|atm + α(υ)|hc · CL|hc). (8)

By substituting (8) into (6), the spectral signatures can be
written as follows:
STmeas(υ) ≈ α(υ)|atm · (CL|atm · �T)

+ α(υ)|hc · (CL|hc · �T). (9)

From (9), the measured spectrum is approximately the linear
summation of the atmosphere and the hazardous cloud. The
absorbance spectrum α(υ) can be obtained from the standard
infrared database, which we call the reference spectrum, and
the unknown parameters (CL · �T) are evaluated by the OLS
method. Then, target feature extraction is fulfilled by subtrac-
tion of the atmospheric part from the measured spectrum. The
procedure is detailed in [12].

Using β as the corresponding coefficient (CL · �T) of each
signature, (9) is expressed in discrete form as follows:

STi =
∑

j

αi jβ j . (10)

The subscript i is the index of the wavenumber, and the
subscript j is the index of the gas constituents, which here is
regarded as the target vapor plume or atmosphere.

Equation (10) is written in matrix form as follows:
STmeas = αβ (11)

where STmeas is a column vector of length p, α is the reference
matrix of dimensions p×N , where N is the number of gaseous

constituents, and β is a column vector of length N , which is
calculated by the OLS method as follows:

β = (
αTα

)−1
αT · STmeas. (12)

Here, the superscript T is the transposition of the vector,
and this notation is the same and omitted from explanation
in Section III.

The measured spectrum usually has a slowly varying base-
line shift due to thermal effects inside the spectrometer. Thus,
the reference matrix α has threefold reference data. The first
is the spectral signature of the target plume, which is written
as αhc, the second is the spectral signature of the atmosphere,
which is written as αatm, and the third is the baseline fit-
ting function, which is written as αbs and is generated by
slowly varying wide Gaussian functions. The corresponding
coefficients of each part are βhc,βatm, and βbs , respectively.
The target feature is extracted by subtraction fitting of the
atmosphere and baseline

SThc = STmeas − (
αatmβhc + αbsβbs

)
(13)

where SThc is the extracted target feature in discrete form with
length p.

C. Modification for the Brightness Temperature Spectrum
Theory

The brightness temperature spectrum theory is based on
the assumption that all gaseous constituents in the optical
path are thin plumes, and from (8), the total transmittance
is expressed by a linear combination of the spectral signatures
of all plumes. With the known spectral signatures of the target
plume and atmosphere, the measured brightness temperature
spectrum is fit, and the background is reconstructed through a
regression method.

However, in many application scenarios, the assumption of
a thin plume is unreasonable and results in a low detection
rate; moreover, constant-atmosphere references are not adapted
based on various atmospheric conditions, such as humidity.
A nonlinear iteration method may solve adaptivity issues under
various atmospheric conditions but requires identification of
the initial target plume [13], and there is often a low detection
rate due to the nonremoval of the background.

To solve the transmittance product problem in (7) and use a
linear model for the thick-cloud case, we modify the approach
considering the brightness temperature spectrum theory. In the
thin-plume case (usually, αCL ≤ 0.1), the spectral shape
of the transmittance is very close to that of the absorption
coefficient [11]. We assume that the synthetic transmittance
τ ∗

atm&hc(υ) has the same spectral shape as that of the transmit-
tance of a thick cloud but in a scaled form of the value of
τatm&hc(υ) (

1 − τ ∗
atm&hc(υ)

) = ε(1 − τatm&hc(υ)) (14)

where ε is the scale factor. The wavenumber υ is also omitted
in the following paragraph.

If a thick cloud is defined as 0 ≤ τatm&hc ≤ 0.9 and
we define a synthetic thin cloud as τ ∗ = 0.9, the scale
factor ranges from 1 ≤ ε ≤ 10. Given synthetic spectral
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signatures α∗
atm and α∗

hc, τ ∗
atm and τ ∗

hc are approximately
expressed in linear form, respectively,{(

1 − τ ∗
atm

) ≈ α∗
atmβ∗

atm(
1 − τ ∗

hc

) ≈ α∗
hcβ

∗
hc.

(15)

Here, β∗
atm and β∗

hc are the coefficients similar to the CL
value respective of the atmosphere and the hazardous cloud.

From (7), (14), and (15), the total transmittance of thick
clouds is written as follows:
(1 − τatm&hc) = (1 − τatmτhc)

= 1 −
[

1 − 1

εatm

(
1 − τ ∗

atm

)][
1 − 1

εhc

(
1 − τ ∗

hc

)]
≈ α∗

atmβ∗
atm

εatm
+ α∗

hcβ
∗
hc

εhc
− α∗

atmβ∗
atm

εatm
· α∗

hcβ
∗
hc

εhc

≈ α∗
atm

β∗
atm

εatm
+ α∗

hc
β∗

hc

εhc
. (16)

Since 1 ≤ εatm + εhc ≤ 10, τ ∗
atm = 0.9, and τ ∗

hc = 0.9,
the third part on the third line of (16) is far smaller than
the other parts and can be omitted in linear approximation.
From (6) and (16), the spectral signatures in the brightness
temperature spectrum of (9) are written as a linear combination
of the synthetic signatures for thick clouds as follows:

STmeas ≈ α∗
atm · (

β∗
atm · �T

) + α∗
hc · (

β∗
hc · �T

)
. (17)

In this case, the linear model of (11) still holds. The
synthetic spectral signature α∗ is dependent on CL, and the
most natural approach is to assume that this value is based on
a linear transformation of the transmittance

α∗(υ, CL) = A
(
1 − e−α(υ)CL

)
(18)

where A is a scaled factor that can be combined with coef-
ficient β; therefore, the transmittance spectrum is henceforth
directly used to obtain α∗. Here, the subscripts atm and hc in
α∗ are not shown, and equation (18) has the same form for
every gaseous constituent.

A simulation experiment is performed to show the
modification of the brightness temperature spectrum theory.
The brightness temperature spectrum of methanol is
simulated in the 700–1400 cm−1 range at a resolution of
4 cm−1, as shown in Fig. 2. The atmosphere reference is
calculated using MODTRAN. The reference of methanol is
used according to the absorption coefficient spectrum for a
simple linear model, and the synthetic reference is used for
the modified theory, as shown in Fig. 3.

This simulation ignores the baseline shifting effect. Using
methanol and the atmosphere as references, the measured
spectrum is fitted by the OLS method. The simple linear
model uses the absorption coefficient spectrum as the methanol
reference, whereas the modified model uses the synthetic
reference as the methanol reference, and the fitting results
are shown in Fig. 4. Large residuals are left from using the
absorption coefficient as the methanol absorption coefficient
reference, but small residuals are achieved using the synthetic
reference.

Therefore, the chosen references have a considerable effect
on the fitting procedure. Through the modification of the

Fig. 2. Simulated brightness temperature spectrum of thick-cloud methanol.

Fig. 3. Reference spectra of methanol and atmosphere. (a) Reference
spectrum of methanol, where the solid line is the absorption coefficient and the
dashed line is the synthetic reference. (b) Reference spectrum for atmosphere.
All spectra are normalized for clarity.

brightness temperature spectrum theory, the linear model still
works for the thick-cloud cases. However, in real applications,
the exact CL value is unknown, and the synthetic reference
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Fig. 4. Fitting results achieved using different references, with residuals
from the subtraction of the simulated and fit values. (a) Fitting results using
the absorption coefficient reference for methanol. (b) Fitting results using the
synthetic reference for methanol. All spectra are normalized and shifted for
clear display.

cannot be created without prior information. Thus, a group
of references are generated for several typical CL values
for one plume to cover most possible cases, and the best
approximation is chosen according to the measured data.
In this way, adaptive detection can be performed for thick
clouds. The LASSO method is suited for this problem due to
its “variable selection” merit.

III. FEATURE-EXTRACTION ALGORITHM

BASED ON THE LASSO METHOD

A. LASSO Method

The LASSO method was first introduced in [20] and formu-
lated by Tibshirani [21]. It is a powerful method that performs
two main tasks: regularization and variable selection. The
traditional OLS method may conduct unbiased estimation, but
it usually has a large variance in the case of too many variables.
In addition, it cannot handle collinear data. The LASSO
method is a biased estimation method that involves some
regularization of the optimized function. The regularization

is in the L1 form in that the sum of the absolute values of the
regression coefficients is forced to be less than a fixed value.
It performs variable shrinkage by setting the corresponding
regression coefficients to 0, and a refined model is achieved.

We will refer to the formulation used in [22]. Considering
N sample data X with dimensions p by N , where the i th
sample is Xi := (x1i , x2i , . . . , x pi)

T, then the outcome vector
is Y with dimensions p by 1. By letting β = (β1, β2, . . . , βN ),
the LASSO estimate is defined by the solution to the L1 opti-
mization problem

min

⎛⎝ 1

p

p∑
i=1

⎛⎝Yi −
N∑

j=1

xi jβ j

⎞⎠2⎞⎠ subject to
N∑

j=1

|β j | ≤ t .

(19)

Here, t ≥ 0 is a prespecified free parameter that determines
the upper bound of regularization.

This optimization problem is equivalent to parameter esti-
mation as follows:

β̂(λ)=arg minβ

⎛⎝ 1

p

p∑
i=1

⎛⎝Yi −
N∑

j=1

xi jβ j

⎞⎠2

+λ

N∑
j=1

|β j |
⎞⎠.

(20)

Here, λ ≥ 0 is the parameter that controls the strength of
the penalty. The relationship between λ and t is a reverse
relationship. λ becomes 0 as t becomes infinity, and the
problem becomes an OLS problem.

B. Variable Selection via LASSO

When we minimize the optimization problem, some coeffi-
cients decrease to 0, for example, β j(λ) = 0 for some values
of j (depending on the value of λ). Therefore, variables with
a coefficient equal to 0 are excluded from the model.

As mentioned in Section II, the dilemma of spectral feature
extraction lies in that the measured spectrum fitting requires
the exact spectral line shape of every gas constituent, which
is related to the CL value, while the presence of the target gas
is unknown, in addition to the CL value.

Unlike the use of one fixed reference spectrum for one
gas constituent in Section II-B, a group of reference spectra
are generated for one gas constituent to represent possible
thicknesses of the cloud cases, and the most correlated spec-
trum for each group is selected via the LASSO method.
Therefore, a group of reference spectra must be set up before
measurement.

C. Reference Spectra Preparation

Here, we consider only one target cloud case, and the
interference constituents are ordinary gases of the atmosphere.
More complicated cases, such as those involving multiple
target clouds and the presence of unusual interferences, could
be dealt with in the same way.

Before reference spectra preparation, the similarity standard
of every spectrum in one group must be designated.

Authorized licensed use limited to: Hefei Institutes of Physical Science. Downloaded on June 02,2020 at 07:41:55 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

6 IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING

Here, we use a correlation coefficient fcc to measure the
similarity, and it is written as follows:

fcc = (x1−x̄1)
T(x2−x̄2)

‖x1−x̄1‖ · ‖x2−x̄2‖ (21)

where x is a column vector of length N with the subscript
i = 1, 2 representing two spectra; x̄ is the mean value of
vector x; and ‖‖ is the norm of the vector.

The value of fcc is between 0 and 1, and the two spectra are
more similar when fcc approaches 1. In the following sections,
(21) is also used in the identification of the extracted features
by setting a threshold. The measured spectrum is identified as
the target if fcc exceeds the threshold.

In far-field remote sensing scenarios, the hazardous clouds
often have finite CL values if they can be detected. It is
impossible to simulate all cases of cloud thickness, but a
few typical target references can be used to represent all
thicknesses within an error tolerance range. This is similar to
the use of center data to represent a cluster within a data set,
with one spectrum used to represent a group of spectra within
a similar area. Here, we use fcc to calculate the similarity
of spectra in one group, and a threshold is designated as the
lower bound to indicate the similarity within the cluster, for
example, 0.99.

The atmosphere provides permanent interference including
that from water vapor, carbon dioxide, ozone, and other
trace gases. Given specific parameters, the spectrum of
the atmosphere is computed by a radiative transfer model
such as MODTRAN. However, in real application scenarios,
the humidity and optical length usually vary unpredictably, and
a reasonable method for use involves simulating all possible
spectra for different atmospheric conditions and selecting an
approximation to remove atmospheric clutter. A group of typ-
ical atmosphere spectra are generated to represent all possible
atmospheric conditions within an error range in the same way.

All references are aggregated for each group, from which
the best approximation is selected, and small residuals are
obtained by exactly fitting the measured spectrum. In addition,
the background is adaptively removed from the measured
spectrum. By selecting the spectral signatures of the target
plume, an accurate identification result is achieved, even if no
prior information for the target is available.

D. Feature-Extraction Algorithm Based on LASSO

A detection algorithm using the LASSO method is described
here. The reference matrix is Xp×N , with the spectral dimen-
sion of p and the number of reference spectra of N . The N ref-
erences are divided into three classes. The numbers of target
and atmospheric references are Nhc and Natm, respectively.
The remaining N − Nhc − Natm references are baseline fitting
functions, which are written as Nbs . The measured spectrum
is Yp×1 for the brightness temperature.

The alternating direction method of multipliers (ADMMs)
algorithm is used to solve the LASSO problem [23]. This
procedure is iterated with λ decreasing from λmax to λmin.
λmin is a small value, for example, 10−4 · λmax, and λmax

is the stopping criterion, which we used as proposed by

Boyd et al. [23] as follows:
λmax = ‖XTY‖∞. (22)

An iteration number m is set to determine the iteration
steps, with λstep = (λmax − λmin)/m, and for the i th step,
λi = λmax − i · λstep.

When the iteration process is completed, the reference of
the first nonzero coefficient is used as the selection for the
target and the atmosphere, respectively.

By combining the selected target and atmosphere references
as well as the original baseline fitting functions, a new
reference matrix is generated to fit the measured spectrum
via the OLS method, as in Section II-B. The background
is reconstructed and removed to extract the target signature
using this new reference matrix. In the identification step,
the selected target reference is used as the standard target
reference, but the simple linear model uses the absorption coef-
ficient spectrum as the standard target reference, which may
produce low correlation results and lower the detection rate.

The algorithm procedure is as follows (see Fig. 5).

1) Simulate all synthetic references by (18) from
thin-plume to saturated-cloud conditions, and choose
a central reference spectrum to represent a cluster of
spectra that have a correlation coefficient with the central
reference spectrum of above 0.99. Use the generated Nhc

target gas references to construct the target reference
matrix.

2) Use MODTRAN to simulate the atmospheric spectra
under different humidity conditions and optical path
lengths. Select Natm typical references to construct the
atmosphere reference matrix, as in step 1).

3) Use wide Gaussian functions to fit the baseline.
Combine the target, atmosphere, and baseline into ref-
erence matrix Xp×N .

4) Transform the measured spectrum into the brightness
temperature Y.

5) Normalize Y and each column of X.
6) Use the ADMM algorithm to solve the LASSO problem

to obtain the regression coefficient β.
7) Choose the reference corresponding to the first nonzero

coefficient in βhc as the target reference. If there are
multiple nonzero coefficients, then choose the one with
biggest absolute value as the target reference. The
atmospheric reference is selected in the same way as
the target reference.

8) Use the selected target reference, selected atmospheric
reference, and original baseline functions to construct
the new reference matrix Xnew, and compute the regres-
sion coefficient βnew by the OLS method.

9) Reconstruct the background spectrum using the
atmosphere and baseline references in Xnew, and extract
the target signatures after subtracting the reconstructed
background from the measured spectrum.

10) Use the target reference selected in step 7) as the
standard target reference, and calculate correlation coef-
ficient fcc of the extracted target signatures with the stan-
dard reference. The target is identified by comparison
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Fig. 5. Flowchart of the algorithm.

TABLE I

PARAMETERS OF THE EXPERIMENTAL INSTRUMENT

with the predefined threshold. The threshold can be set
to different values for different target gases.

IV. EXPERIMENTS AND DISCUSSION

Two experiments are performed to verify the validity of the
algorithm proposed in this article. One experiment involves an
indoor ethylene release at different concentrations to validate
the target identification without a known prespecified plume
concentration. The other experiment involves far-field ammo-
nia detection at different humidity levels to validate the target
detection method for various atmospheric conditions.

Two methods are compared using the experimental data.
One is the LASSO method based on the modified bright-
ness temperature model, which we refer to as LASSO in
the following section. The other is a method proposed by
Harig and Matz [12] based on a simple linear model, which
uses the absorption spectrum as the target reference, and we
refer to this method as OLS in the following section.

A Bruker OPAG33 FTIR spectrometer is used in the exper-
iments, as shown in Fig. 6. The instrumental parameters
are listed in Table I. The video camera is used for image

acquisition to locate the release point. The spectrometer is
fixed on a tripod and used to measure the spectra within the
field of view. All gaseous constituents are detected in the
spectral range of 700–1400 cm−1 at a resolution of 4 cm−1.

A. Indoor Ethylene Release Detection

Ethylene is used in many industrial applications. It has a
wide spectral feature within the 850–1080 cm−1 band and
a narrow spectral feature in the 900–1000 cm−1 band. Its
spectral shape becomes fat in the case of thick clouds. Ethylene
from an indoor release is detected at close distances, with
different spectral shapes in the release process (see Fig. 7).

Since indoor detection occurs at a very close distance,
the atmospheric components are omitted in reference prepa-
ration. The reference spectra, including those of ethylene and
the baseline functions, are considered for this experiment.

In this article, we use τhc = 0.99 for the thin-plume case and
τhc = 0 for saturated clouds, and the transmittance value τhc

is calculated using the maximal absorption coefficient. The
transmittance spectra of ethylene are simulated for different
CLs ranging from a very thin plume to a very thick cloud.
A spectrum is used to represent a cluster of spectra with
fcc above 0.99, and four spectra are generated to represent
different CL cases, as shown in Fig. 8(a). The OLS method
uses the absorption coefficient spectrum as the target reference,
as shown in Fig. 8(b). The baseline fitting uses wide Gaussian
functions, which are uniformly distant at 200 cm−1, with a
full-width at half-maximum of 300 cm−1.

First, the measured spectra in Fig. 7 are normalized. The
ADMM algorithm is used to solve the LASSO problem by
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Fig. 6. Bruker OPAG33 FTIR spectrometer.

Fig. 7. Ethylene brightness temperature spectra from an indoor release
process.

setting the number of iterations to 50. The regression coeffi-
cients with the corresponding iteration numbers are shown in
the trace plots, from which the first nonzero values are selected
as indices for the ethylene references.

The LASSO regression for the start of the release case is
shown in Fig. 9. Index 4 is selected in the first iteration, which
corresponds to the fourth reference in Fig. 8(a).

A new reference matrix is generated by combining the
fourth reference in Fig. 8(a) and the original baseline fitting
functions, and the measured spectrum is fitted using this new
reference matrix. The OLS method uses the target reference
in Fig. 8(b) and the same baseline fitting functions. A com-
parison of these two methods is shown in Fig. 10 for the start
of the release case. The residuals from the LASSO method
are smaller than those from the OLS method, especially for

Fig. 8. Ethylene references used for fitting, with all spectra normalized
and shifted for clarity. (a) Four synthetic spectra generated for LASSO.
(b) Absorption coefficient spectrum for OLS.

Fig. 9. Regression coefficients of the LASSO method plotted versus the
iteration number for the start of the release case.

the weak absorption features in the 900–1000 cm−1 band. The
weak absorption features become more prominent relative to
the strong absorption feature at 950 cm−1 with an increase in
the CL value. The OLS method uses a reference spectrum to
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Fig. 10. Comparison of the LASSO method and the OLS method in fitting
for the start of the release case. All spectra are normalized and shifted for
clarity. The fitting LASSO uses the fifth reference in Fig. 8(a) as the target
reference, and the OLS method uses the target reference in Fig. 8(b). The
residuals are subtraction-fitted from the measured spectrum.

Fig. 11. Comparison of the backgrounds reconstructed by the two methods.
All spectra are normalized and shifted for clarity.

represent the thin-plume case, which mistakenly fits the broad
feature as the baseline and excessively omits weak features.
The LASSO method properly figures out the reference spec-
trum for the thick-cloud case, which conforms to the reality
and achieves better fitting results.

Here, the reconstructed background uses only the baseline
fitting functions because of omission of the atmosphere. The
reconstructed background is shown in Fig. 11, from which
we can see that the background reconstructed by the LASSO
method is a wide baseline, whereas the OLS method misrecog-
nizes the wide spectral feature of ethylene as the background.

The spectral signature is extracted by subtraction of the
reconstructed background from the measured spectrum. The
fcc value of the extracted feature and the target standard ref-
erence is used for simple identification. The standard reference
is the selected reference for the LASSO method, whereas that
for the OLS method is the absorption coefficient spectrum.
The comparison of the results is shown in Fig. 12. The
signature extracted by the LASSO method retains most of
the information of the measured spectrum, whereas the OLS
method loses some useful information. The standard reference

Fig. 12. Comparison of the extracted signatures and identification results for
the LASSO and OLS methods for the start of the release case. All spectra
are normalized and shifted for clarity. (a) Extracted signature and standard
reference from the LASSO method, with fcc = 0.99. (b) Extracted signature
and standard reference from the OLS method, with fcc = 0.70.

selected by LASSO is more suitable for identification, for
which the fcc value of 0.99 is far better than that of the OLS
method.

A fixed threshold is used for identification, for example,
0.80, and then, Fig. 12(a) is identified as ethylene, while
Fig. 12(b) is not. We will not discuss the identification
method further, but apparently the LASSO method has a better
detection rate.

The spectrum of ethylene in the middle release case is
slightly different from that in the start release case. The
spectral feature of the 950 cm−1 band becomes slightly deeper.

The LASSO regression is shown in Fig. 13. The fourth
reference is selected as the target reference, but the third is
very close to the fourth in the regression trace plot.

A new reference matrix is generated in combination with
the fourth reference in Fig. 8(a), similar to the process used
for the start of the release case. A comparison of these two
methods is shown in Fig. 14. The residuals for the LASSO
method are smaller than those for the OLS method, but the
spectral peak loses full consistency at 950 cm−1.
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Fig. 13. Regression coefficients of the LASSO method plotted versus t .

Fig. 14. Comparison of the LASSO method and the OLS method in fitting for
the middle release case. All spectra are normalized and shifted for clarity. The
LASSO fitting uses the fourth reference in Fig. 8(a) as the target reference,
and the OLS method uses the target reference in Fig. 8(b). The residuals are
subtraction-fitted from the measured spectrum.

Fig. 15. Comparison of the reconstructed backgrounds from the two methods.
All spectra are normalized and shifted for clarity.

The comparison of the reconstructed background is shown
in Fig. 15. We can see that the OLS method misrecognizes the
wide spectral feature of ethylene as the background, whereas
the LASSO method does well in background evaluation.

Fig. 16. Comparison of the extracted signatures and identification results
for the LASSO and OLS methods for the middle release case. All spectra
are normalized and shifted for clarity. (a) Extracted signature and standard
reference from the LASSO method, with fcc = 0.99. (b) Extracted signature
and standard reference from the OLS method, with fcc = 0.85.

The extracted signatures and identifications are shown
in Fig. 16. The fcc value of 0.99 for LASSO is better than
that for the OLS method. Because the spectral features become
narrower in the 950 cm−1 band, the detection result improves
for the OLS method for the start of the release case. However,
the LASSO method still performs well in these two cases.

At the end of release, the ethylene cloud becomes a thin
plume, and the spectral features of the 850–1080 cm−1 band
become narrow.

The LASSO regression is shown in Fig. 17. The first
reference is selected as the target reference in the first place.

A new reference matrix is generated by combining the first
reference in Fig. 8(a), similar to the process for the start of
the release case. A comparison of these two methods is shown
in Fig. 18. The fitting results and the residuals are almost the
same for these two methods.

The extracted signature and identification are shown
in Fig. 19. The fcc values are almost the same, and the
identification performs the same for these two methods.

From the ethylene release experiment, we can find that the
OLS method is only suitable for the thin-plume case, but the
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Fig. 17. Regression coefficients of the LASSO method plotted versus the
iteration number for the end release case. The iteration number for the middle
release case.

Fig. 18. Comparison of the LASSO method and the OLS method in fitting
for the end of the release case. All spectra are normalized and shifted for
clarity. The LASSO fitting uses the first reference in Fig. 8(a) as the target
reference, and the OLS method uses the target reference in Fig. 8(b). The
residuals are subtraction-fitted from the measured spectrum.

LASSO method performs well and consistently in different
thick-cloud cases. The background is adaptively reconstructed
and removed. In addition, by selecting the appropriate standard
reference for identification, better classification results are
achieved.

B. Ammonia Detection Under Different Humidity Conditions

In many application scenarios, the target cloud is detected
for the open path influenced by the atmospheric conditions.
Here, we perform an ammonia detection experiment under
different humidity conditions.

Ammonia is released approximately 500 m from the spec-
trometer. The relative humidity (RH%) is measured with
a hygrometer. Ammonia is vaporized by a sprayer without

Fig. 19. Comparison of the extracted signature and identification results
for the LASSO and OLS methods for the middle release case. All spectra
are normalized and shifted for clarity. (a) Extracted signature and standard
reference from the LASSO method, with fcc = 0.93. (b) Extracted signature
and standard reference from the OLS method, with fcc = 0.92.

controlling the flow rate, and the concentrations are not strictly
consistent for each experiment. Two typical RH% cases are
chosen to show the influence of the atmosphere on background
removal in remote sensing, as shown in Fig. 20. The high RH%
is 60%–80%, and the low RH% is 40%–50%.

The transmittance spectra of ammonia are simulated for
different CLs ranging from a very thin plume to a very thick
cloud. A spectrum is used to represent a cluster of spectra
with the fcc values above 0.99, and five spectra are generated
to represent different CL cases, as shown in Fig. 21(a).

The atmospheric spectra are simulated by MODTRAN,
with scaled factors adjusted for the different humidity levels,
as shown in Fig. 21(b). The scaled factors are set to six
different values to represent typical RH% cases.

The baseline fitting uses wide Gaussian functions, which
are 100 cm−1 uniformly distant and have a full-width at
half-maximum of 200 cm−1.

Under high-humidity conditions, water droplets hinder the
transmittance of the target gas. The spectral features are
very weak in the spectrum, and the water features in the
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Fig. 20. Brightness temperature spectra of ammonia for the high RH% and
low RH%.

Fig. 21. Simulated ammonia references and atmospheric references.
(a) Ammonia references for different CL values. (b) Atmospheric reference
spectra for different RH% values based on MODTRAN, with scaled factors
controlling the RH% value.

1250−1400 cm−1 band become emittance features. This is
an extreme case for target detection because of terrible
atmospheric conditions.

Fig. 22. Regression coefficients of the LASSO method for the high RH%
case. (a) Regression coefficients of ammonia. (b) Regression coefficients of
the atmosphere.

Using the LASSO method, the references of ammonia
and the atmosphere are selected simultaneously. The LASSO
regression is shown in Fig. 22. The fifth reference is selected
as the ammonia standard reference in Fig. 21(a), and the fifth
reference is selected as the atmosphere standard reference
in Fig. 21(b).

A new reference matrix for LASSO is generated by com-
bining the fifth reference in Fig. 21(a), the fifth reference
in Fig. 21(b), and the original baseline fitting functions, and
the measured spectrum is fit using this new reference matrix.

The OLS method uses the absorption coefficient of ammo-
nia as the target reference and the first reference in Fig. 21(b)
as the atmosphere reference because it lacks adaptivity and
uses a fixed simulated atmospheric spectrum.

A comparison of the LASSO method and OLS method in
the fitting of ammonia in the high-humidity case is shown
in Fig. 23. The residuals for the LASSO method are slightly
smaller than those for the OLS method.

The reconstructed background is shown in Fig. 24. There
are some minor differences in the fitting spectra. The water
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Fig. 23. Comparison of the LASSO method and the OLS method in fitting
for ammonia in the high-humidity case. All spectra are normalized and shifted
for clarity. The LASSO fitting uses the fifth reference as the target reference
in Fig. 21(a) and the fifth reference as the atmosphere reference in Fig. 21(b),
and the OLS method uses the absorption coefficient of ammonia as the target
reference. The residuals are subtraction-fitted from the measured spectrum.

Fig. 24. Comparison of the backgrounds reconstructed by the two methods.
All spectra are normalized and shifted for clarity.

absorption peaks at 850 and 1130 cm−1 are slightly better fit
by the LASSO method than by the OLS method.

The extracted signatures and identifications are shown
in Fig. 25. The extracted signatures are almost the same
for these two methods, and the water interference peaks at
850 and 1130 cm−1 are slightly better subtracted by the
LASSO method than by the OLS method.

The fcc value of 0.67 for the LASSO method is slightly
better than that for the OLS method. If the threshold is 0.65,
the extracted signature of the LASSO method is identified as
ammonia, whereas that of the OLS method is not. It should
be noted that the threshold can be set for every target,
respectively, and an appropriate adjustment could be used
in threshold setting, although a good threshold requires data
verification.

Fig. 25. Comparison of the extracted signatures and identification results
for the LASSO and OLS methods for ammonia in the high-humidity case.
All spectra are normalized and shifted for clarity. (a) Extracted signature and
standard reference from the LASSO method, with fcc = 0.67. (b) Extracted
signature and standard reference from the OLS method, with fcc = 0.52.

In the low-humidity case, the spectral features of the
atmosphere and ammonia are obvious in Fig. 20. The LASSO
regression is shown in Fig. 22. The fourth reference is selected
as the ammonia standard reference in Fig. 26(a), and the first
reference is selected as the atmospheric standard reference
in Fig. 26(b).

A new reference matrix for LASSO is generated by com-
bining the fourth reference in Fig. 21(a), the first reference
in Fig. 21(b), and the original baseline fitting functions, and
the measured spectrum is fit using this new reference matrix.

The OLS method uses the absorption coefficient of
ammonia as the target reference and the first reference
in Fig. 21(b) as the atmosphere reference. A comparison
of the LASSO method and OLS method in the fitting of
ammonia in the high-humidity case is shown in Fig. 27. The
residuals for the LASSO method are almost the same as those
for the OLS method.

The reconstructed backgrounds are almost the same,
as shown in Fig. 28, and the extracted features are also
almost the same, as shown in Fig. 29. However, the fcc value
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Fig. 26. Regression coefficients of the LASSO method for the low RH%
case. (a) Regression coefficients of ammonia. (b) Regression coefficients of
the atmosphere.

of 0.86 for LASSO is slightly better than that for the
OLS method because a more approximate target reference is
selected by LASSO.

From the ammonia detection experiment under different
humidity levels, we find that compared with the OLS method,
the LASSO method can adaptively reconstruct and remove the
atmosphere, and better identification results are thus achieved.

C. Discussion

The method proposed in this article uses artificial reference
data as well-defined variables, and this approach is very
important in the LASSO method. Better references generally
have small variable dimensions and provide efficient compu-
tations. Therefore, carefully choosing references can increase
the computational efficiency.

Many algorithms have been developed to solve the LASSO
problem, and the ADMM algorithm is just one of these
methods. ADMM can use multiple cores to accelerate the
computing process, leading to the reasonable selection of
variables with satisfactory error levels. Other algorithms could
yield the same results.

Fig. 27. Comparison of the LASSO method and the OLS method in the fitting
of ammonia in the low-humidity case. All spectra are normalized and shifted
for clarity. The LASSO fitting uses the fourth reference as the target reference
in Fig. 21(a) and the first reference as the atmospheric reference in Fig. 21(b),
and the OLS method uses the absorption coefficient of ammonia as the target
reference and the first reference as the atmospheric reference in Fig. 21(b).
The residuals are subtraction-fitted from the measured spectrum.

Fig. 28. Comparison of the backgrounds reconstructed by the two methods.
All spectra are normalized and shifted for clarity.

A few factors, such as the concentration path length
and atmospheric humidity level, are studied in this
research. Beyond these factors, the temperature and pressure of
the target cloud should be considered, for example, in explo-
sive gas detection. The far-field atmosphere is also very
complicated, and the spectral shape can be easily distorted by
factors such as wind. The instrument used also has an implicit
effect on the spectra. If all these factors are comprehensively
included in the predefined reference spectra, fitting results with
small residuals may be achieved.

A simple algorithm is described for synthetic reference
spectra generation. A better selection result may be achieved
if the synthetic references are more representative. A more
reasonable stopping criterion and variable selection rule may
improve the effect of feature extraction.
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Fig. 29. Comparison of the extracted signatures and identification results
for the LASSO and OLS methods for ammonia in the low-humidity case.
All spectra are normalized and shifted for clarity. (a) Extracted signature and
standard reference from the LASSO method, with fcc = 0.86. (b) Extracted
signature and standard reference from the OLS method, with fcc = 0.82.

V. CONCLUSION

The brightness temperature spectrum is useful in hazardous
cloud remote sensing. The spectrum is fitted using prede-
fined references, including target and atmospheric references.
The brightness temperature spectrum theory is valid when
considering the thin-plume assumption, which restricts the
application of the traditional methods in the thick-cloud cases.
A modification has been made to effectively apply the bright-
ness temperature spectrum theory for any thick-cloud case,
and the measured spectrum is adaptively fitted by the LASSO
method. With predefined references, the appropriate variable
is selected by the ADMM algorithm, and the obtained fit
spectrum is better than that from the OLS method with smaller
residuals. Based on these steps, adaptive identification results
are achieved by automatically selecting the most appropri-
ate references. An indoor ethylene release experiment was
performed to verify the method of selecting the best target
spectrum, and an ammonia detection experiment with different
humidity levels was performed to validate the adaptivity of the
method under various atmospheric conditions.

With the “variable selection” merit of LASSO, the spectra of
the target and atmosphere are adaptively selected based on the
measured spectrum. This method can be used in many infrared
signal processing areas. For example, a multiple gas mix-
ture could be detected. In atmospheric inversion applications,
the inversion error could be decreased by sacrificing some
bias, and a good initial guess could be proposed by variable
selection for fine optimization. This method could substitute
the iterative optimization method for some applications.

A novel algorithm using LASSO is proposed for the remote
sensing of hazardous clouds. Field experiments have proven
the effect of this algorithm. This method may also be used in
many other detection and inversion problems.
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