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’ INTRODUCTION

Graphene is an atomically thick carbon (sp2-hybridized) layer
and is a promising material in the field of nanotechnology due to
its low mass density, high carrier mobility, superior mechanical
properties, and controllable synthesis.1�7 However, pristine gra-
phene is semimetallic and a band gap is required when using it for
field-effect transistors (FET).4

Graphane is fully two-side hydrogenated graphene with all the
carbon atoms in the sp3 hybridized state,8�10 which is a wide-
band-gap (>3.2 eV) insulator.10�13 Thus, the low-energy carriers
in a graphene nanostripe (GNS) carved in graphane (see Figure 1
for the structure, also called nanoroad by Singh14) can be effectively
confined by the two graphene/graphane interfaces. Even couples
of adatom lines can dehybridize two neighboring GNSs.15�18

Although there is a lattice mismatch between graphene and
graphane,19 the intrinsic rippling of the flexible graphene�graphane
composite sheet will release the internal stress.20 Chirality and
width-dependent band gap and magnetism have been theoreti-
cally observed in GNS,14,17,21,22 and clear understanding of the
mechanism is a prerequisite of its application in FETs and spintronic
devices. The quantum confinement and the edge imperfection
make GNS a perfect counterpart of a graphene nanoribbon
(GNR), which has been widely studied by experimentalists and
theorists.23�38 The only difference between these two counter-
parts is the status of the edge, either supported by graphane or
free in vacuum. Studies on the band gap and magnetism of GNS
in graphane will not only reveal its electronic properties but also
bring some important underneath mechanisms to light when

compared to the results of GNR. Furthermore, according to Flores’s
molecular-dynamics simulations,39 disordered conformation of
graphane should be favored after realistic hydrogenation, although
the chair conformation has been found to be the most stable
periodic conformation.10 Thus, understanding the conformation
effect on the electronic properties of GNS is especially mean-
ingful for further investigation and realistic application.

Experimentalists havemade a breakthrough to carve out GNSs
in one-side hydrogenated graphene via electron-stimulated hy-
drogen desorption,40 although the interfaces are still smeared
there. Such interfacial smearing is probably caused by the one-
side hydrogenation. Because, it has been found that, during the
one-side hydrogenation, the hydrogen coverage is limited by both
the increase of the elastic energy of the carbon lattice and the
abstraction of the adatoms by the incident atoms.41�46 Further-
more, according to the thermal desorption spectra of the hydrogen
adatoms on one side of graphene,41,43,47 the kinetic stability of
the adatoms is not significantly enhanced when increasing the
coverage up to the saturation coverage (∼28% forH;∼35% for D).
Consequently, when carving GNSs in one-side hydrogenated
graphene, there is no significant stability difference between the
adatoms at the GNS edges and those in the hydrogenated areas,
resulting in smeared GNS edges. However, during the two-side
hydrogenation of graphene, the adatoms at one side cannot be

Received: August 22, 2011
Revised: September 14, 2011

ABSTRACT: The electronic structure and kinetic stability of
various graphene nanostripes (GNSs) in graphane are system-
atically studied by ab initio simulations. The band gap of arm-
chair GNS (nonmagnetic) is determined by the quantum con-
finement of π electrons and modified by the contraction of the
edge C�C bonds. The band gap of zigzag GNS is induced by the
exchange splitting of the edge states and its magnetism closely
correlates with the long-range nature of π electrons, quantum
confinement, intraedge exchange interaction, and interedge
superexchange interaction. The kinetic stability of these GNSs in
graphane is probed by the potential barriers and reaction rates for the diffusion and desorption of the hydrogen adatoms at various
graphene/graphane interfaces. These interfaces are very stable under conventional thermalization conditions. The conformation of
graphane has a small effect on the electronic structure of GNS but has a significant effect on the kinetic stability of the interfacial
adatoms. The hydrogen adatoms in the graphane bulk aremuchmore stable than the interfacial ones, which implies the possibility to
carve out sharp-edge GNSs in graphane. An approach is proposed to fabricate integrated field-effect transistors based on sharp-edge
and substrate-decoupled GNSs in substrate-supported graphane.
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abstracted out by the incident atoms onto another side, and the
deformation of the carbon lattice is alleviated by the alternating
puckering of carbon atoms. Thus, high adatom coverage can be
obtained with the two-side hydrogenation.9 The usability of
graphane and the obtainability of sharp-edge GNSs in it heavily
rely on the kinetic stability of the hydrogen adatoms, the under-
standing on which still lacks.

In this work, the band gap, magnetism, and kinetic stability of
armchair GNS (Arm-GNS) and zigzag GNS (Zig-GNS) in gra-
phane are studied by ab initio simulations. The effects of the
graphane conformation, spatial confinement, edge-bond con-
traction, the intraedge exchange interaction, and the interedge
superexchange interaction on the electronic structures of these
GNSs are systematically inspected. The diffusion and desorption
of the hydrogen adatoms at various graphene/graphane inter-
faces are studied with the potential barriers and reaction rates.
The results indicate that it is possible to carve out sharp-edge GNSs
in graphane. Finally, an approach is proposed to prepare inte-
grated GNS-FETs with high quality on semiconductor substrate.

’COMPUTATIONAL METHOD

The density-functional calculations of the structures, electro-
nic structures, and vibrational frequencies are performed by the
Quantum ESPRESSO code.48 The relaxed periodic supercells
and the corresponding k-point grids for the electronic and kinetic
simulations of various GNSs in graphane are shown in the
Supporting Information (Figures S1�S5). The distance between
neighboring slabs (along the z direction) is set to be 12.0 Å.
The electronic exchange-correlation interaction is described by
the ultrasoft49 PBE50 pseudopotential. The energy cutoffs for
wave function and charge density are 35 and 350 Ry, respec-
tively. The supercell lattice constants in the XY plane and the
internal atomic positions are fully relaxed with a pressure
threshold of 0.1 GPa and force threshold of 10�4 Ry/bohr,
respectively. The reaction paths are searched using the climb-
ing-image nudged elastic band method.51 The reaction rates of
the diffusion and desorption of the interfacial hydrogen
adatoms are calculated using quantum mechanically modified
transition state theory.52

The widths of Arm-GNS (WA) and Zig-GNS (WZ) are
measured by the number of the sp2-hybridized carbon dimer
lines (NA

C, WA ≈ 1.23 � NA
C Å), and zigzag chains (NZ

C, WZ ≈
2.13 � NZ

C Å), respectively (Figure 1). The total number of
carbon dimer lines or zigzag chains (Ntot) of a periodic supercell
measures its size. In the electronic simulations, two sets of

supercells (Ntot = 20 and 26 for Arm-GNS or Ntot = 16 and 26
for Zig-GNS) are used to accommodate GNSs of different
sizes. We will show that the numerical mismatch between
these two groups is very small. The electronic exchange and
correlation interaction are described by the PBE potential50

in this work, which is effective and efficient in qualitatively
investigating the electronic structure of confined graphene
systems, although conventional density functionals always
quantitatively underestimate the band gap.33,34,53 This under-
estimation of the band gap could be attributed to the over-
estimation of the electronic screening of the excited states by
conventional density functionals,53�55 which should not affect
the qualitative exploration of the electronic-interaction mechan-
ism in this work.

’RESULTS AND DISCUSSION

Arm-GNS is nonmagnetic and has a direct band gap (Eg) at
theΓ point (Figure 2a). The wave functions (or charge densities)
of the conduction-band-minimum (CBMin) and valence-band-
maximum (VBMax) states distribute quite uniformly across Arm-
GNS. Eg oscillatingly decreases with increasing NA

C (Figure 2b),
which can be divided into three families, Eg(3p) (NA

C = 3p, p is
integer), Eg(3p + 1), and Eg(3p + 2).14,30 The graphane con-
formation (chair or boat) only has a small effect on these
Eg values. The Arm-GNS (also the Zig-GNS) is more or less
rippled by the interfaces (Figures S1 and S2 in the Supporting
Information), and such rippling is dependent on the graphane
conformation and the width. However, the electronic proper-
ties of GNS are mainly determined by the lateral size of
the sp2-carbon plane. Thus, the disorder in the conformation
of the realistic graphane will not significantly affect the ele-
ctronic properties of the carved GNSs. We could summarize
the width dependence of the Eg in each family with an inverse
function

Eg ¼ α

NC
A þ β

ð1Þ

where α (in eV) and β (dimensionless) are fitting parameters.
Such Eg relation follows its quantum-confinement origin,
where the effective confinement width of the electrons in
Arm-GNS is 1.23� (NA

C + β) (Å). The fitted α and β values for
each family of Arm-GNS are listed in Table 1. The magnitude
order between these three families of Eg values is Eg(3p + 1) >
Eg(3p) > Eg(3p + 2), keeping the same order as that of Arm-
GNR.30,34

The previous investigation has pointed out that the contraction
of the edge C�C bonds results in the finite band gap of (3p + 2)-
Arm-GNR.30,35 We also find the contraction of the edge C�C
bonds leading to the finite band gap of (3p + 2)-Arm-GNS, as
seen from Figure 2c. Evidently, GNS provides another realistic
system to dig out the understanding on the bond-contraction
effect. The edge-bond contraction of Arm-GNS (j0.8%) is less
than that of Arm-GNR (∼4.0%30), which results in that the
Eg(3p + 2) of Arm-GNS is 0.1�0.4 eV less than that of Arm-
GNR30,34 within the considered width range here. Furthermore,
this bond contraction of the Arm-GNS in chair graphane (∼0.4%)
is less than that in boat graphane (∼0.8%); thus the Eg(3p + 2)
of the former is smaller than that of the latter (Figure 2b).
The bond-contraction effect also decreases (increases) Eg(3p)
(Eg(3p + 1)),30 thus the Eg(3p) (Eg(3p + 1)) of the Arm-GNS
in chair graphane is a little larger (smaller) than that in boat

Figure 1. The structures of (a) Arm-GNS and (b) Zig-GNS in
graphane. More details on the structures of various GNSs for electronic
and kinetic simulations can be found in the Supporting Information.
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graphane (Figure 2b). It should be noted that the edge-bond
contraction of Arm-GNS only results in small modifications to
Eg, for that it is mainly determined by the width, as described
by eq 1.

Different from the CBMin and VBMax states in Arm-GNS,
localized states appear at the edges of Zig-GNS (Figure 3 panels
a, b, and c), which is the same for Zig-GNR.6,30,31,56,57 The non-
magnetic (NM) state of Zig-GNS is semimetallic (Figure 3c),
with dispersionless degenerate bands at the Fermi level. This
degeneracy makes the π electrons unstable in NM-Zig-GNS, and
the spin polarization of the edges stabilizes this electron system.58

The magnetism in Zig-GNS complicates the band structures,
whereas we could use simple theoretical models to reveal the
underlying mechanisms in the following. In the antiferromag-
netic (AFM) and ferromagnetic (FM) states, the interedge
magnetic moments are antiferromagnetically and ferromag-
netically coupled, respectively, while the magnetic moments
along each edge are ferromagnetically aligned with high spin-
wave stiffness.59 In FM-Zig-GNS, the symmetrical distribu-
tion of the charge density of each localized state (Figure 3b,
right) can be understood from the wave function rearrange-
ment induced by the quantum tunneling of electrons.60 Because
of the long-range screening of the π electrons in graphene,61 the
electronic response (charge density distribution, electronic inter-
actions, etc.) to an imperfection always exhibits a power-law
decay with distance (∼1/rm)).58,62�64 The mesomeric effect
(resonating effect) in graphene systems64,65 is also a reflection of
this long-range nature. Thus, the covalent interaction between
the edge-state tails also obeys a power-law decay, and the

variation of the edge magnetic moment (Medge) in Figure 3d is
well fitted by

MedgeðNC
Z Þ ¼ 0:315� 50:0

ðNC
Z þ 5:94Þ2:73 ð2Þ

TheMedge of a FM-Zig-GNS is nearly the same as that of a AFM-
Zig-GNS (difference < (1/10)Medge). For convenience and
without loss of accuracy, the Medge of FM-Zig-GNS (half of
the total magnetic moment) is used here as the edge magnetic
moment for both AFM- and FM-Zig-GNSs. The saturation value
(0.315 μB) is close to the predicted value ((1/3)μB) based on the
mesomeric effect.65

The AFM and FM states are semiconductive and half-metallic,
respectively (Figure 3a,b). The energy splitting between the
valence and conduction bands at the X point (Brillouin zone
boundary) in both AFM- (Eg

X) and FM-Zig-GNS (ΔFM
X ) is

caused by the intraedge electronic exchange interaction, which
is similar to the exchange splitting of the quasi-localized states in
monohydrogenated graphene.54 This intraedge exchange split-
ting is described by a simple exchange model54

EsplitðNC
Z Þ ¼ JintraðNC

Z Þ 3MedgeðNC
Z Þ ð3Þ

where Esplit is Eg
X orΔFM

X ; Jintra is the effective intraedge exchange
constant. The variation of the Jintra for AFM- and FM-Zig-GNS
(Figure 3e and f) is fitted to be

JAFMintra ðNC
Z Þ ¼ 2:77 þ 23:3

ðNC
Z þ 1:60Þ1:78 ð4Þ

and

JFMintraðNC
Z Þ ¼ 2:72 þ 783

ðNC
Z þ 11:4Þ2:60 ð5Þ

Figure 2. (a) The band structure of 10-Arm-GNS (left), together with the charge density of the CBMin and VBMax states (right). (b) The width
dependence of the energetic band gap (Eg) of Arm-GNS. The black dashed lines are the fittings to the DFT calculations. (c) The site dependence of the
C�C bond length at the Arm-graphene/graphane interface, where the hydrogenated C atoms are labeled by red circles.

Table 1. Fitted Parameters for the Width Dependence of the
Band Gap of Arm-GNS

family 3p 3p + 1 3p + 2

α 9.7 10.5 0.3

β 2.6 1.1 �1.1

http://pubs.acs.org/action/showImage?doi=10.1021/jp208067y&iName=master.img-002.jpg&w=352&h=226


21091 dx.doi.org/10.1021/jp208067y |J. Phys. Chem. C 2011, 115, 21088–21097

The Journal of Physical Chemistry C ARTICLE

where the asymptotical power-law decay with width is due to
the long-range nature of the π electrons, because a long-rang-
decaying wave function has a smaller exchange integral in a wider
Zig-GNS. Eg

X (ΔFM
X ) first increases with NZ

C until a maximum of
0.887 (0.871) eV at NZ

C = 12 (14), then decreases asymptotically
down to 0.873 (0.855) eV (the insets in Figure 3 panels e and f).
This peaked profile is caused conjunctly by the asymptotical
decrease of Jintra (eq 4 and eq 5) and the asymptotical increase of
Medge (eq 2) with increasing NZ

C. When k goes from the Γ point
to the X point, the conduction and valence bands approach each
other, while at the same time, the intraedge exchange splitting
increases due to the enhanced localization of the wave function
(Figure 3a, right). These two reverse effects conjunctly result
in the appearance of the CBMin and VBMax states at k = k0
((2/3)kX < k0 < kX) in the band structure of AFM-Zig-GNS
(Figure 3a). In particular, the latter effect results in the increased
energy shift between the spin-up and spin-down states of FM-
Zig-GNS (Figure 3b). At any k point away from the X point, the
conduction and valence bands get closer to each other inwiderGNS
than that in narrower GNS (Figure S6a and b in the Supporting
Information), which is due to the quantum confinement effect.
This makes the intraedge exchange interaction start to pull these
two bands away from each other at a smaller k0 in a wider GNS,
and the value of k0/kX asymptotically decreases down to 0.67
with increasing NZ

C (Figure S6c in the Supporting Information).
Thus, both the confinement effect and the exchange splitting

should contribute to the minimum band gap at k0 (Eg
0), which is

described by a relation with two decay powers

E0gðNC
Z Þ ¼ 6:15

NC
Z þ 2:08

� 23:1

ðNC
Z þ 1:98Þ2:37 ð6Þ

which well fits the calculated variation of Eg
0 (Figure 3e). The first

term determines Eg
0, especially in wide GNSs. Eg

0 decreases asym-
ptotically down to zero, because the charge density of the CBMin
and VBMax states distribute quasi-locally at one-half of Zig-GNS
(Figure 3a), and the confinement effect and exchange splitting of
them are expected to diminish in very wide Zig-GNSs.

The intraedge exchange interaction resides in Eg
X, Eg

0, and ΔFM
X

also indicates that these band gaps will decrease upon electron or
hole doping, which is verified by our DFT calculations as shown
in Figure 3g. Because electron doping of Zig-GNS makes the
conduction band occupied, while hole doping reduces the occu-
pation number of the valence band, both of which decrease the
spin polarization of each edge (Medge), and then reduce the
exchange splitting between these two bands (by eq 3). Jintra

AFM/FM

nearly keep constant under doping. The decrease of Eg
0 with

increasing the width or the doping charges of Zig-GNS in this
work is consistent with a recent experimental measurement on
GNRs with small chiral angles (close to the zigzag chirality).66

This kind of Medge-dependent exchange splitting is expected to
play an important role in the half-metallicity mechanism of the

Figure 3. (a�c) The band structures (left) of 10-Zig-GNS in the AFM, FM, andNM states, together with the charge density of their edge states (right).
The charge density of the left-edge states of AFM-Zig-GNS (not shown) is the reflection (about the GNS center) of those of the right-edge states in (a),
but with the spin flipped for each state. (d�f) The width dependence of the edgemagneticmoment (Medge) and energetic band gaps (Eg

0, Eg
X, andΔFM

X , as
labeled in (a) and (b)). (g) The doping-charge dependence of Eg

0, Eg
X,ΔFM

X , andMedge of 10-Zig-GNS. (h) The width dependence of the energies of the
FM and NM states with respect to the AFM state,ΔE(FM� AFM) andΔE(NM� AFM). The black lines in (d�f) and (h) are the fittings to the DFT
calculations.

http://pubs.acs.org/action/showImage?doi=10.1021/jp208067y&iName=master.img-003.jpg&w=468&h=303
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GNRs with edge substituents (boron and nitrogen atoms)67�69

or the GNRs under transverse electric field,31,70,71 where the
electronic occupations of the two edges are unequal.

The width dependence of the energies of the FM and NM
states with respect to the AFM state, ΔE(FM � AFM) and
ΔE(NM� AFM), are both shown in Figure 3h. The AFM state
is more stable than the FM state at 0 K, due to the interedge
superexchange interaction6 with a negative effective exchange
constant (Jinter). A simple Heisenberg model could describe this
interedge interaction

ΔEðFM� AFMÞ ¼ � Jinter 3 ðMedgeÞ2 ð7Þ
where Jinter is fitted to be

JinterðNC
Z Þ ¼ � 3565

ðNC
Z � 0:416Þ1:72 ð8Þ

where the power-law decay of Jinter also comes from the long-
range nature of the π electrons. ΔE(NM � AFM) is related to
the excitation of the electrons from the ground state (AFM);
thus, it is dependent on the band gap between the conduction
and valence bands of AFM-Zig-GNS. Although the variation of
ΔE(NM � AFM) resembles that of Eg

X to some extent, and also
presents a peaked profile with a maximum of 99.2 meV at NZ

C =
18, it cannot be simply fitted by any weighted average of Eg

X and
Eg
0. This is because much more than two channels of electronic

excitation should be responsible for the value and variation of
ΔE(NM � AFM), and the contributions of confinement effect
and intraedge exchange splitting to these channels vary a lot.

Considering the thermalization at finite temperatures (e.g., 300 K,
26 meV), Zig-GNS is expected to be in a paramagnetic phase
without external fields. This is because under conventional ther-
malization, the FM and AFM states could be degenerate due to
the small ΔE(FM � AFM), while the spin polarization of each
edge could survive due to the relative large ΔE(NM � AFM).
There exists an optimal Zig-GNSwidth of 38 Å (NZ

C = 18) for the
magnetic stability of the edges.

The above analysis on the electronic properties of the GNSs
carved in graphane shows that there exist many degrees of freedom
(chirality, width and edge occupation) to modulate their band
gaps and magnetism, which indicates their promising application
in nanodevices. However, the usability of GNS still relies on its
obtainability and structural stability, both of which are closely
related with the kinetic properties (diffusion and desorption) of
the hydrogen adatoms at the graphene/graphane interface.

The probability of disorder in the conformation of graphane39

impels us to explore the kinetic stability of various graphene/
graphane interfaces, armchair and zigzag interfaces with graphane in
the chair or boat conformation. Various possible reaction paths
and their potential barriers for the diffusion of a H adatom from
these interfaces are shown in Figure 4, and those for the (diffusion-
assisted) desorption of a H2 molecule from these interfaces are
shown in Figure 5 and Figure 6. The physisorption energy of a H2

molecule at the top of the interface is just about 10 meV, which
can be safely neglected in our discussion. The diffusion paths are
labeled by numbers (e.g., Dif.1), and the desorption paths are
labeled by numbers together with the configuration of the H
dimer before desorption (e.g., Des.M1), where P, O, and M

Figure 4. (a, d) Labeled diffusion paths for aH adatom (in red) at the Arm- and Zig-graphene/graphane interfaces. The potential barriers (in eV) for the
diffusion of a H adatom at the (b) Arm-graphene/graphane(chair), (c) Arm-graphene/graphane(boat), (e) Zig-graphene/graphane(chair), and (f) Zig-
graphene/graphane(boat) interfaces. The barriers for the diffusion paths reverse to the arrows are shown in parentheses.

http://pubs.acs.org/action/showImage?doi=10.1021/jp208067y&iName=master.img-004.jpg&w=391&h=303
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represent the para-, ortho-, and meta-dimer configurations, respec-
tively. The interface chirality (armchair or zigzag) significantly
influences the diffusion potential barriers, while the graphane
conformation (chair or boat) does not, except for some minor
influence on the values. The potential barrier for the first-step
diffusion (Dif.1) is about 2.874 (2.164) eV for the Arm-graphene/
graphane (Zig-graphene/graphane) interface, while the barrier
for the diffusion path reverse to Dif.1 (Dif.1) is much lower, about
0.256 (0.667) eV. The barriers for other diffusion paths and their
reverses are also much lower than that of Dif.1, from 0.371 (0.531)
to 2.269 (1.587) eV for Arm- (Zig-) interface. These relative
magnitudes of potential barriers indicate that the H adatoms
much favor to stay at the graphene/graphane interface, which is
consistent with other results.72,73 This is because the sp3-hybri-
dized C atoms, which is well indicated by the average —CCC of

the vertex C atoms (Figure 7), are much more reactive than the
sp2-hybridized ones to bond with H atoms.74,75 This law on the
adsorption stability of hydrogen is also reflected in the desorp-
tion barriers, and we can take the Zig-graphene/graphane(chair)
interface (Figure 5g�m) as the demonstration example. The
desorption of a H2 molecule from the bulk of graphane in chair
(boat) conformation must overcome a potential barrier of 4.352
(3.936) eV. If the two H atoms are both in graphane at the Zig-
graphene/graphane(chair) interface (Des.M2 in Figure 5h), the
desorption barrier is 4.183 eV, which is close to that for the
desorption from bulk graphane (4.352 eV). If only one H atom is
in graphane and the other one is in the graphane front of the
interface (Des.M3 in Figure 5i), the barrier is lowered to be 3.024
eV. If the twoH atoms are both in the graphane front (Des.M1 in
Figure 5g), the barrier is further lowered to be 2.773 eV. In the

Figure 5. The potential barriers (in eV) for the direct and diffusion-assisted desorption of a H2 molecule (in red) from the (a�f) Arm-graphene/
graphane(chair) and (g�m) Zig-graphene/graphane(chair) interfaces. The values of the adsorption barriers are shown in parentheses.

Figure 6. The potential barriers (in eV) for the direct and diffusion-assisted desorption of aH2molecule from the (a�f) Arm-graphene/graphane(boat)
and (g�o) Zig-graphene/graphane(boat) interfaces. The Des.P2 path in (e) is not stable in simulation and transforms into the Des.O1 path in (b).
The values of the adsorption barriers are shown in parentheses.

http://pubs.acs.org/action/showImage?doi=10.1021/jp208067y&iName=master.img-005.jpg&w=406&h=196
http://pubs.acs.org/action/showImage?doi=10.1021/jp208067y&iName=master.img-006.jpg&w=420&h=204
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diffusion-assisted desorption situations (Figure 5j�m), where
one H atom is in the graphane front and the other one is
adsorbed on graphene, all the desorption barriers are lower than
1.800 eV. Such location (or sp3-hybridization) dependence of
desorption barrier also holds for all the Arm-graphene/graphane-
(chair) (Figure 5a�f), Arm- (Figure 6a�f) and Zig-graphene/
graphane(boat) interfaces (Figure 6g�o). It indicates that the
desorption of H adatoms will start at the interfaces when the
system is placed under thermalization or other kinds of excita-
tion. Furthermore, the desorption barrier is also related with the
H-dimer configuration, which is determined by both the interface
chirality and graphane conformation. Comparing all the potential
barriers for diffusion and desorption in Figure 4, Figure 5, and
Figure 6, if a H adatom succeeds in Dif.1, it will either imme-
diately diffuse back into the interface or quickly combine with
another interfacial H adatom to form a desorbed H2 molecule
through the diffusion-assisted desorption. The adsorption bar-
riers, varying from 0.351 to 2.862 eV, tend to make the desorbing
H2 molecule gain high escaping velocity (0.1 eV ∼ 3000 m/s),
vibrational and rotational speeds after climbing over the desorp-
tion barrier.

The lattice mismatch between graphene and graphane readily
causes intrinsic rippling in the flexible graphene�graphane compo-
site sheet,19,20 which does not appear in our DFT simulations
because of the small size and periodicity of the structural models
used here. However, the rippling is smooth and the dimension
ranges from 40 to 80 Å,20 which should not significantly influence

the local curvature of the carbon lattice at the atomic scale and
not affect the reaction paths and barriers predicted above. This
can be shown by comparing the diffusion barriers for a H adatom
at the graphene/graphane(chair) and graphene/graphane(boat)
interfaces. Although these two types of interfaces have small
difference in the lattice curvature (Figure S4 and S5 in the
Supporting Information), the diffusion barriers for a H adatom at
these two interfaces are very close to each (Figure 4).

In order to further understand the kinetic stability of H adatoms
at the graphene/graphane interface, thermal desorption rates
(jump frequencies) of the interfacial H adatoms along various
paths are calculated using quantum-mechanically modified tran-
sition state theory.52 The chosen paths are expected, according to
the potential-barrier values, to be the most possible reaction paths
for the direct or diffusion-assisted desorption. The formulas for
the jump frequencies (v) of these one-step and multistep paths, as
well as the zero-point energy corrections to the potential barriers,
are presented in the Supporting Information. Except at the Arm-
graphene/graphane(boat) interface, the jump frequencies of the
direct and diffusion-assisted desorption of the interfacial H
adatoms are close to each other (within 1 order of magnitude)
(Figure 8 panels a, b, and d). For the Arm-graphene/graphane-
(boat) interface, the path Des.P1 has much lower potential barrier
(2.107 eV, Figure 6d) than that of Dif.1 (2.811 eV, Figure 4c);
thus v(Des.P1) is much larger than v(Dif.1) (Figure 8c), and the
diffusion-assisted desorption will not occur at this interface. Thus,
the reaction rate of a desorption path is dependent on the interface
chirality, graphane conformation, and predesorption H-dimer
configuration. The H adatoms at realistic graphene/graphane
interfaces should be desorbed directly into vacuum or diffuses
into graphene, which is quickly followed by the combination with
other interfacial adatoms into desorbed H2 molecules. If gra-
phene is not 100% hydrogenated, the adatoms tend to form
clusters due to the effective attraction between them,47 and the
kinetic stability of the H adatoms is measured by the lifetime
(τ ∼ 1/v) of the interfacial adatoms. At 300 K, the lifetimes of
the interfacial H adatoms are 4.5� 1039, 4.2� 1028, 9.1� 1017,
and 8.3 � 1027 s for the Arm-graphene/graphane(chair), Zig-
graphene/graphane(chair), Arm-graphene/graphane(boat), and
Zig-graphene/graphane(boat) interfaces, respectively, and at
723 K, their lifetimes are 1.1 � 108, 1.4 � 103, 3.3 � 10�1,
and 2.8� 103 s, respectively. This is qualitatively consistent with
the experimental measurement on realistic graphane, which is
stable for many days at room temperature and totally dehydro-
genated at 723 K within 24 h (τ < 8.6 � 104 s).9 All kinds of

Figure 7. The site dependence of the average —CCC angle of the vertex
C atom, where the hydrogenated C atoms are labeled by red circles.

Figure 8. The temperature dependence of the jump frequencies for the direct and diffusion-assisted desorption of a H2 molecule from the (a) Arm-
graphene/graphane(chair), (b) Zig-graphene/graphane(chair), (c) Arm-graphene/graphane(boat), and (d) Zig-graphene/graphane(boat) interfaces.
In (c), the jump frequency (v) of the diffusion-assisted desorption is neglected because v(Dif.1) is very small compared with v(Des.P1). The isotope
effect is shown by replacing hydrogen by deuterium.
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interfaces are probably present in the realistic graphane. If deuterium
replaces hydrogen, τ increases by more than 0.5 times. In a quick
fabrication of GNS in graphane, a short adatom lifetime (<0.1 s)
is always required, which needs a high (effective) temperature
(>1100 K) (Figure 8).

The high stability of the graphene/graphane interfaces at room
temperature indicates the usability of GNS-based devices under
conventional thermalization conditions, and the fact that the
adatoms in the graphane bulk are much more stable than the
interfacial ones implies the possibility to carve out sharp-edge
GNS in graphane. Scanning probe microscope (SPM) lithogra-
phy is a well-developed approach to prepare nanostructures on
surfaces,76,77 and has been used to carve out graphene nanodots
and nanostripes in one-side hydrogenated graphene on a SiC
surface.40 We thus propose to use this method to integrate GNSs
in graphane. Before the lithography processing, graphane should
be transferred onto a substrate after the hydrogenation of suspended
graphene, or even two-side hydrogenation of graphene directly
on substrate is also possible.78 In SPM lithography, the electron-
current excitation and the probe interaction serve as effective
local thermalization and catalysis, respectively.77,79 The desorp-
tion barriers of the interfacial H adatoms only change by about
0.1 eV even though an electric field as high as 109 V/m is applied
in our DFT simulations, which should be due to the low electric
polarizability of hydrogenated graphene.80 Thus, the electric field
alone is not enough, and instead the electron-current excitation,
which is responsible for the breaking of the C�H bonds on
diamond surfaces,76 is critical to the fabrication of GNSs in
graphane. The proposed steps for the preparation of integrated
GNS-based FETs (GNS-FET) in graphane (supported by a semi-
conductor substrate) are shown in Figure 9. The H2 molecules
desorbed upward from graphane will escape into vacuum with
high velocity, while those desorbed downward tend to dissociate
again and be adsorbed onto the semiconductor substrate.81�84

These adsorbed H adatoms on the substrate beneath GNS
can prevent the covalent bonding between graphene and the
substrate,85�88 which guarantees the high quality of the prepared
GNS-FETs. In addition, there are still several issues that need to
be solved for the practical application of GNS-FET, for example
the contact of GNS with electrodes and dielectrics, charge

transport between GNS and electrodes, protection of GNS from
the adsorption of any unwanted adsorbates, the integration of the
connections, and so on.

’CONCLUSION

In summary, the electronic structure and kinetic stability of
GNS in graphane have been systematically studied by ab initio
simulations. The band gap of Arm-GNS is determined by the
spatial confinement of electrons, andmodified by the contraction
of the edge C�C bonds. The band gaps of all the three families
(NA

C = 3p, 3p + 1, and 3p + 2) of Arm-GNSs decrease inversely
with increasing the width. The long-range nature of π electrons,
spatial confinement, intraedge exchange interaction, and inter-
edge superexchange interaction of electrons are essential factors
to understand the band gap and magnetism of Zig-GNS, which
are well explained by simple theoretical models. Furthermore,
the kinetic simulations show that GNSs in graphane are very
stable under conventional thermalization conditions. The hydro-
gen adatoms in the graphane bulk are much more stable than
those at the graphene/graphane interface, which indicates that
the desorption of adatoms will start at the interface if the system
is placed under some kind of excitation. Thus, it is possible to
carve out sharp-edge GNSs in graphane. We have proposed an
approach based on SPM lithography to prepare integrated high-
quality GNS-FETs, which is substrate-decoupled and robust
under conventional thermalization conditions. This research
should shed light on the electronic and kinetic properties of
GNSs carved in other functionalized graphene (e.g., fluorogra-
phene89,90),91,92 and be helpful for the engineering of graphene-
based devices with desired structures and properties.

’ASSOCIATED CONTENT

bS Supporting Information. Various relaxed supercells and
the corresponding k grids for the density-functional simulations
of electronic structure and reaction-path searching, some addi-
tional information on the band structures of GNS, the formulas
for the jump frequencies of some chosen reaction paths for
hydrogen adatoms at the graphene/graphane interface, and the

Figure 9. (a�c) Schematic drawing of the preparation steps of a GNS-FET (top-gated). (a) A probe approaches a graphane surface supported by a
semiconductor substrate (not shown). (b) A one-dimension GNS is carved out via the electron-current-excited desorption of the H adatoms. The H
adatoms desorbed downward tend to be adsorbed onto the semiconductor substrate, which will prevent the GNS from covalently bonding with the
substrate. (c) A GNS-FET is obtained after depositing the source and drain electrodes, dielectrics, and the gate electrode, consecutively. (d, e) The
preparation of integrated GNS-FETs from integrated GNSs in graphane.
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zero-point energy corrections to the potential barriers. This
material is available free of charge via the Internet at http://
pubs.acs.org/.
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