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Abstract
The resistivity and magnetism for the Cu1−x−yAgx Ir2S4 (x = 0, y = 0, 0.05, 0.1, 0.15; y = 0,
x = 0, 0.05, 0.1, 0.15) system were investigated. A Peierls-like phase transition occurs at
TMI ∼ 226 K for CuIr2S4. The transition is suppressed in the Cu1−xAgx Ir2S4 system, which is
attributed to that the substitution of Ag, with its larger radius, for Cu releases the pressure of
Ir–Ir. The transition temperature TMI increases slightly with vacancies increasing in the
Cu1−yIr2S4, which corresponds to the increase of pressure. Our explanation about the pressure
release and increase can also be applied to clarifying the pressure effect which is still an open
question. The magnetization rises at low temperatures below TMI. We suggest that it is
attributed to remnant localized electrons, which do not participate in the Peierls-like phase
transition, accompanied by spin-dimerization in this system. By fitting the experimental curves,
we find that about 0.7% of the Ir4+ ions do not participate in the Peierls-like transition. The
contributions of Pauli paramagnetism, Landau diamagnetism, Larmor diamagnetism and
Curie magnetism can be distinguished.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

Spinel compounds with the structure of AB2X4 (A is
tetrahedral, B is octahedral) have been studied in detail in
recent years because of their peculiar physical properties.
For examples, CuCo2S4 exhibits antiferromagnetism with the
Néel temperature TN = 17.5 K and superconductivity with
the transition temperature TS = 4.4 K [1–4]; CuRh2S4 and
CuRh2Se4 show superconductivity at TS = 4.7 K and 3.5 K
respectively [5]; CuIr2Se4 remains metallic down to 0.5 K and
has a pressure-induced transition [6, 7]; MgTi2O4 and CuIr2S4

experience spin-Peierls-like transitions [8–10].
CuIr2S4 has a normal spinel structure with Cu+

ions [11–13] occupying the tetrahedral sites and Ir ions oc-

3 Author to whom any correspondence should be addressed.

cupying the octahedral sites. It undergoes a temperature-
induced first-order metal–insulator transition (MIT), accompa-
nied by the loss of localized magnetic moments at the transi-
tion temperature (TMI ∼ 230 K), called the Peierls-like tran-
sition [14, 15]. With decreasing temperature, the resistivity
increases three orders of magnitude from the high tempera-
ture metallic state (HTMS) to the low temperature insulating
state (LTIS), and the susceptibility drops abruptly from Pauli
paramagnetism to diamagnetism due to the simultaneous spin-
dimerization along 〈110〉 direction [10, 16–18]. In addition,
CuIr2S4 also attracts attention for its many other peculiar prop-
erties [19–23], the most strange of which is that the TMI in-
creases with pressure and disappears gradually at higher pres-
sure [24].

Although the mechanism of the Peierls-like transition in
this system has been researched extensively [12, 13, 17, 25–28],
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the contribution of different kinds of magnetic moments (Pauli
paramagnetism, Landau diamagnetism, Larmor diamagnetism,
even Curie paramagnetism) has not been clarified sufficiently
yet. The rise of M in the M–T relation at low temperatures
has been explained as the effect of lattice defects, called par-
asitic susceptibility [29]. We think that this explanation is not
clear and needs to be further investigated. On the other hand,
it has been reported that the pressure plays a important role in
the metal–insulator transition [24]. The transition temperature
TMI in CuIr2S4 increases with pressure, which is the opposite
to the common Mott insulator. In order to study the pressure
effect, the substitution of Se, with its larger ionic radius, for
S was studied [30, 31]. The transition can be suppressed by
the doping of Se in CuIr2S1−x Sex , but the insulator transition
can be induced by pressure for CuIr2Sex which stays metallic
down to 0.5 K without applied pressure [32]. However, the
doping of Se only causes average chemical pressure effects in
this system.

We notice that Ag belongs to the same family as Cu, and
the valence of its cation is +1. Meanwhile, the radius of the
Ag ion is larger than that of Cu, so the substitution of Ag
for Cu will increase the lattice of Ir–Ir, which corresponds
to a release of pressure. On the other hand, vacancies in
the A sites will probably reduce the distance of Ir–Ir, which
corresponds to an increase of pressure. In fact, the chemical
substitution and vacancies can also induce an internal pressure
in the system, which makes it another efficient way to study
the pressure effect on the MIT. Therefore, it is necessary to
conduct a deeper study of the effect of Ir–Ir distance on the
CuIr2S4 system.

2. Experiment

Polycrystalline samples of Cu1−x Agx Ir2S4 (x = 0, 0.05,
0.1 and 0.15) and Cu1−yIr2S4 (y = 0.05, 0.1, and 0.15)
were prepared by the standard solid-state reaction method.
The starting materials, powders of Cu (purity 99.999%), Ag
(99.9%), Ir (99.95%), S (99.9999%), were mixed in the
calculated ratio with 1 wt% excess S, and well ground. The
mixed powder samples were sealed in vacuum quartz tubes,
and heated to 1123 K at the rate of 100 K h−1 then held for
8 days. Then, the powder samples were reground and pressed
into pellets. Finally, the pellets were sintered in vacuum quartz
tubes again at 1173 K for another 2 days, then cooled down to
room temperature over 10 h.

The structure and phase purity have been checked by
x-ray diffraction (XRD). The XRD analysis was carried
out by a Rigaku-D/max-γ A diffractometer using high-
intensity Cu Kα radiation at room temperature. Resistivity
measurements were performed by the conventional four-
probe method. The magnetic properties were measured
by a superconducting quantum interference device (SQUID)
MPMS system under H = 1000 Oe. Electron spin resonance
(ESR) spectra were recorded on the powder samples in a
Brucker ER200D spectrometer at 9.06 GHz.

Figure 1. Powder x-ray diffraction (XRD) patterns for
(a) Cu1−x Agx Ir2S4 (x = 0, 0.05, 0.1 and 0.15) and (b) Cu1−yIr2S4

(y = 0, 0.05, 0.1 and 0.15) at room temperature.

3. Results and discussion

3.1. Structural properties

XRD patterns at room temperature reveal that the structure of
Cu1−x Agx Ir2S4 samples with x � 0.15 and Cu1−yIr2S4 with
y � 0.15 is single phase with a spinel structure, as shown in
figures 1(a) and (b). However, when x or y � 0.2 impurities
start to appear. So our study was limited to the range of
0 � x , y � 0.15. The crystal structure refinement was made
by the Rietveld method, using the GSAS (general structure
analysis system) program. The structure is cubic belonging
to the space group of Fd3m at room temperature, and the
lattice constant a is about 9.847 Å for CuIr2S4, consistent with
another report [15]. Figure 2 shows the lattice constant a for
Cu1−x Agx Ir2S4 and Cu1−yIr2S4 as function of x and y. It can
be seen that the lattice constant a increases almost linearly with
increasing x for Cu1−x Agx Ir2S4, which is due to the bigger
radius of Ag ions, while the lattice constant a for Cu1−yIr2S4

is almost unchanged with y. The bond angle of S–Ir–S for the
two system almost does not change with an increase of x or y.

3.2. Electrical resistivity

Figures 3(a) and (b) present the temperature dependence of
resistivity for Cu1−xAgx Ir2S4 (x = 0, 0.05, 0.1, 0.15) and
Cu1−yIr2S4 (y = 0, 0.05, 0.1, 0.15), respectively. The
behaviors of resistivity for Cu1−x−yAgx Ir2S4 with different
x and y are similar to each other. The resistivity is very
small (∼10−4 � cm), and decreases slightly with temperature
cooling at T � TMI. When T � TMI, the resistivity
rises suddenly about three orders of magnitude, and changes
from a metallic state to an insulating state. The hysteresis
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Figure 2. The x dependence of lattice constant a for Cu1−x Agx Ir2S
4

(square) and the y dependence of lattice constant a for Cu1−yIr2S
4

(triangle) at room temperature. The line is a guide to the eye.

upon warming and cooling at TMI indicates a first-order
phase transition. However, there are also some differences
in resistivity for the two types of samples. The value
of resistivity for Cu1−xAgx Ir2S4 at the same temperature
above TMI increases with x (see the inset of figure 3(a)).
With an increasing content of Ag, TMI moves toward lower
temperatures (see inset of figure 3(a)), and the size of the jump
in resistivity at TMI become smaller. The value of resistivity for
Cu1−yIr2S4 at the same temperature above TMI also increases
with y (see inset of figure 3(b)). But unlike the Cu1−x Agx Ir2S4,
TMI increases slightly with increasing y in Cu1−yIr2S4 (see
inset of figure 3(b)). These phenomena indicate that the
transition is suppressed by the doping of Ag, but strengthened
by vacancies.

The replacement of Ag+ for Cu+ ions only changes the
crystal lattice but not the electronic configuration, because the
Ag+ and Cu+ have the same outer electronic configuration
but different radii. Thus, the doping of Ag ions could not
destroy the proportion of Ir3+ to Ir4+ below TMI. In fact, the
introduction of Ag ions causes the expansion of the lattice
constant a while the bond angle of Ir–S–Ir almost stays
constant. On the other hand, above TMI, despite the fact
that the hybridization between Ir 5d and S 3p orbits is very
strong [13], the expansion of a will weaken this hybridization,
consequently leading to an increase of resistivity value with
increasing x in HTMS. Below TMI, the Peierls-like phase
transition makes the interaction of Ir–Ir occur directly through
the dxy orbits of Ir, which drives the electrons only hopping
between the same orbits in plane (x–y plane) [17]. The
elongation of Ir–Ir bonds causes the correlation between the
orbits of Ir the ions to become weaker. Therefore, it can be
inferred that the Peierls-like transition is suppressed. As a
result, TMI shifts to a lower temperature and the size of the
resistivity jump is reduced at TMI. The substitution of Ag for
Cu has a similar effect on the lattice as the substitution of Se
for S in the CuIr2S4 system. The replacement of Se for S also
increases the lattice constant a [30, 31]. Compared with the
doping of Ag, the vacancies in the A sites plays a different
role. Generally, vacancies will cause a reduction of the distance
between ions, but the lattice constant a is hardly affected by
vacancies in Cu1−yIr2S4. That TMI increases slightly with
y in Cu1−yIr2S4 indicates that vacancies can strengthen the

Figure 3. Temperature dependence of resistivity for
(a) Cu1−x Agx Ir2S4 (x = 0, 0.05, 0.1 and 0.15) and (b) for Cu1−yIr2S4

(y = 0, 0.05, 0.1 and 0.15). The solid and open symbols are for
warming and cooling, respectively. The insets are enlargements at
the transition temperatures.

transition. In fact, Cu+ ions locate in the tetrahedrons caused
by S ions in the spinel structure CuIr2S4. Because the radius
of the Cu+ ion is small compared to the S ion, it lies in
the holes among the S ions. The vacancies of Cu+ hardly
influence the structure, so they cannot lead to a great reduction
of the distance between ions and the distance of Ir–Ir is
almost unchanged. However, vacancies of Cu+ can introduce
more Ir4+ ions which reinforce the transition, leading to a
slight increase of TMI. On the other hand, the vacancies also
introduce defects into this system, which leads to an increase
in the potential disorder. In this case the resistivity at the same
temperature above TMI increases with an increase of y.

In fact, the substitution of Ag for Cu increases the bond
length of Ir–S–Ir, corresponding to the release of pressure in
the system, consequently weakening the hybridization between
S 3p orbits and Ir 5d orbits. Therefore, TMI changes to lower
temperature with the release of pressure. On the contrary, the
increase of the pressure leads to a shrinkage of Ir–S–Ir, which
favors the Peierls-like phase transition. Thus, TMI changes to a
higher temperature with the increase of pressure. On the other
hand, the transition can be induced by pressure for CuIr2Se4

which stays metallic down to low temperature without applied
pressure [32]. That is because pressure reduces the distance of
Ir–Ir in CuIr2Se4, so that the reaction can occur between the Ir
ions, which are responsible for the transition.

3.3. Magnetism

The temperature dependence of magnetization for CuIr2S4

is shown in figure 4(a). With decreasing temperature,

3



J. Phys.: Condens. Matter 20 (2008) 255205 L Zhang et al

Figure 4. (a) Temperature dependence of magnetization and (b)
1

M+M ′ –T relation for CuIr2S4 from 4 to 300 K. (M ′ is related to the
Larmor susceptibility, and M ′ ∼ 2.325 × 10−4 emu g−1 for CuIr2S4.)
The line in (b) is a guide to the eye.

the magnetization reduces abruptly from paramagnetism to
diamagnetism at TMI, then stays almost independent of
temperature, finally rising rapidly at low temperature to a
positive value again. The hysteresis on warming and cooling at
∼230 K is in agreement with the resistivity curve. The abrupt
decline of magnetization at TMI with cooling is due to the spin-
dimerization of the Ir4+ ions [10].

Under ideal conditions for CuIr2S4, only free electrons
contribute to the paramagnetic moments when T > TMI. So
the magnetization above the TMI in HTMS can be written as:

MHTMS = MPauli + MLandau + MLarmor, (1)

MPauli and MLandau are Pauli paramagnetic moments and
Landau diamagnetic moments respectively, both of which
originate from conductive electrons. Landau diamagnetic
moments cannot be detected by experiment alone because
|MPauli| = 3|MLandau| in common metals, and they all disappear
when conductive electrons are localized in the insulator state.
MLarmor are Larmor diamagnetic moments, which are produced
by the Larmor motivation of electrons. After the Peierls-
like phase transition, the system changes into an insulator.
Radaelli et al suggested that antiferromagnetic dimerization
occurs between Ir4+ and Ir4+ [10]. This implies that all
electrons of Ir4+ (S = 1/2) form the spin-dimerization and
the free electrons disappear. So both Pauli paramagnetic

Figure 5. The M–T curve of the ideal Peierls-like phase transition.

moments and Landau diamagnetic moments disappear due to
the dimerization of free electrons. The Larmor diamagnetic
moments do not disappear, because they are produced by the
moment J which is coupled by the orbital moment L and
spin moment S, and they are always negative, both above and
below TMI. Then the magnetization below TMI in LTIS can be
described as:

MLTIS = MLamor. (2)

The temperature dependence of magnetization for the ideal
Peierls phase transition for CuIr2S4 is shown in figure 5.

The significant difference between the experimental curve
and the ideal curve for CuIr2S4 must be emphasized. The
magnetization M rises quickly at low temperature to a positive
value again. This phenomenon has also been observed
by others and explained as parasitic susceptibility [29, 30].
However, a further explanation has not been given yet. We
notice that M is proportional to 1/T at low temperatures below
TMI if an appropriate M ′ is added. Figure 4(b) reveals the
temperature dependence of 1

M+M ′ from 4 to 300 K for CuIr2S4.
It can be found that the curve is a perfect line below TMI.
This means that the M–T relation obeys the Curie Law at low
temperatures if an appropriate M ′ is added.

In fact, not all the electrons are free, due to the defects
in the crystal. These localized electrons produce the Curie
paramagnetism which is proportion to 1/T . So experimentally,
the magnetization for CuIr2S4 above the TMI in HTMS could
be described as:

MCuIr2S4(HTMS) = MPauli + MLandau + MLarmor + C

T
H, (3)

where C is Curie constant and H is the applied magnetic
field. These localized electrons do not join the Peierls-like
phase transition, so the Curie magnetic moments exist at all
temperatures. Thus, the magnetization below the TMI in LTIS
could be described as:

MCuIr2S4(LTIS) = MLarmor + C

T
H. (4)

Despite the fact that Curie magnetic moments are very small
just below the TMI, they rise with decreasing temperature. So
the Larmor diamagnetic moments are gradually covered by the
Curie magnetic moments with cooling.

By fitting the experimental curves (figures 4(a) and (b)), it
can be found that M ′ relates to Larmor diamagnetic moments
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Figure 6. Temperature dependence of magnetization (measured under H = 1000 Oe) and inverse magnetization ( 1
M+M ′ –T relation).

Figures (a) and (b) are for CuIr2S4. Figures (b)–(d) are M–T curves for Cu1−yIr2S4 (y = 0, 0.05, 0.1 and 0.15). Figures (e)–(j) are 1
M+M ′ –T

and M–T relations for Cu1−x Agx Ir2S4 (x = 0, 0.05, 0.1 and 0.15).

(M ′ = −MLarmor = −χLamor H ), which are about 2.325 ×
10−4 emu g−1. The jump range at TMI is the summation
of the Pauli paramagnetic moments and Landau diamagnetic
moments, (�M ≈ 2.86 × 10−4 emu g−1, H = 1000 Oe).
Finally, the calculated result shows that about 0.7% Ir4+ ions
have Curie magnetic moments, that is to say, there are about
0.7% of the Ir4+ ions which have not participated in the spin-
dimerization transition.

Figure 6 shows M–T and 1
M+M ′ –T curves for Cu1−yIr2S4

and Cu1−x Agx Ir2S4. For Cu1−yIr2S4 (see figures 6(b)–(d)), the
value of M above TMI decreases with an increase of y, even
reaching negative values for y = 0.15. The jump �M at TMI

also becomes smaller with increasing y. For Cu1−x Agx Ir2S4,
TMI shifts to lower temperatures with an increase of x . Figure 7
gives the TMI judged from ρ–T and M–T curves. The jump
becomes smaller with increasing x . The magnetization M rises
with increasing x , and the magnetization is positive over the
whole temperature range for x = 0.15. The same phenomenon
that the 1

M+M ′ –T relation is a perfect line below TMI could
also be found in the curves for the Cu1−xAgx Ir2S4 system (see
figures 6(i)–(k)).

In fact, the vacancies in the A sites will cause defects in
the Cu1−yIr2S4 system. As mentioned above, magnetization
M above TMI is mainly composed of Pauli paramagnetism,
Landau diamagnetism and Larmor diamagnetism. Pauli
paramagnetism and Landau diamagnetism are produced by
free electrons, and Larmor diamagnetism originates from the
Larmor motivation of J . The defects caused by the vacancies
in the A sites will block the motivation of free electrons,
resulting in the reduction of both Pauli paramagnetism and
Landau diamagnetism. Consequently, the summation of Pauli

Figure 7. The transition temperature (TMI) as function of the doping
density x for Cu1−x Agx Ir2S4 (x = 0, 0.05, 0.1 and 0.15), judged
from resistivity and magnetization curves, respectively.

paramagnetism and Landau diamagnetism, which is positive
above TMI, decreases with the increase of y. Then both the
magnetization M above TMI and the jump range �M decrease
with increasing y. The value of Larmor diamagnetism above
TMI gradually overcomes the sum of the Pauli paramagnetism
and Landau diamagnetism with increasing y, finally leading to
the appearance of diamagnetism above TMI for y = 0.15. For
Cu1−x Agx Ir2S4, the substitution of Ag for Cu can suppress the
Peierls-like transition because of the extension of Ir–Ir. That
the jump range of M at TMI becomes smaller implies that the
Pauli paramagnetic moments becomes smaller. The value of
M rises with increasing x , and even M below TMI becomes
positive for all temperatures for x = 0.15. This is because the
doping of Ag ions causes localized electrons which produce
Curie paramagnetic moments. The value of M is raised by this
Curie paramagnetism.
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Figure 8. ESR spectra for Cu1−x Agx Ir2S4 samples (x = 0 and 0.15)
at different temperatures.

In order to verify the existence of Curie paramagnetic
ions, we took measurements of electron spin resonance (ESR)
spectra. The ESR spectra for Cu1−xAgx Ir2S4 (x = 0 and
0.15) at different temperatures are shown in figure 8. Similar
signals are detected in all the samples. The ESR signals with
g ≈ 2 are always found, both above and below TMI, and have
experience no abrupt change at TMI. This indicates that the
paramagnetism is always present and does not change at TMI.
That is to say, the paramagnetism has nothing to do with the
Peierls-like transition. In fact, the paramagnetic ESR signals
originate from the localized electrons which have not joined in
the transition.

4. Conclusion

The Peierls-like phase transition material Cu1−x−y Agx Ir2S4

(x = 0, y = 0, 0.05, 0.1, 0.15; y = 0, x = 0, 0.05,
0.1, 0.15) system was studied. In the Cu1−xAgx Ir2S4 system,
the TMI moves to lower temperatures and the jump range
at TMI becomes smaller with increasing x . However, TMI

remains unchanged in the Cu1−yIr2S4 system, and the jump
range �M in magnetization becomes smaller with increasing
y. Diamagnetism even appears above TMI for Cu1−yIr2S4

with y = 0.15. This indicates that the substitution of
Ag+ for Cu+ suppresses the Peierls-like phase transition, but
the vacancy in A site has little effect on the Peierls-like
phase transition. However, the vacancies can reduce both
the Pauli paramagnetism and Landau diamagnetism. This
can be explained through the lattice effects. The explanation
could also be applied to clarify the pressure effect. From the
rapid rise of M at low temperature below TMI in M–T curve,
we notice that M is proportional to 1/T at low temperature
below TMI if an appropriate M ′ is added. There are remnant
localized electrons which do not participate in the Peierls-
like phase transition accompanied by the spin-dimerization in
this system. By fitting the 1

M+M ′ –T curve, it can be found
that only about 0.7% of the Ir4+ ions have not participated
in the Peierls-like transition, and the localized electrons of
this fraction contribute to the Curie magnetization. The
Pauli paramagnetism disappears when the transition occurs.

In this case the fitting parameter M ′ just relates to the
Larmor diamagnetism (M ′ = |MLarmor| = −χLarmor H ). By
fitting to the experimental curves, we can distinguish the
contributions of Pauli paramagnetism, Landau diamagnetism,
Larmor diamagnetism and Curie magnetism. The ESR spectra
confirm the existence of Curie paramagnetism.
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